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Abstract—Among the numerous speech datasets in the liter-
ature, only a minority concerns conversational data, and even
fewer datasets isolate the elements occurring in turn-taking
conversations. To address this gap, this paper presents MoTT,
an English speech dataset composed of questions, answers,
reciprocal questions, and backchannel responses recorded by
eight participants. The questions and answers pertain to ten
topics and were recorded in two takes. The voice directivity
pattern was simultaneously captured at frontal and lateral
positions by two microphones. The MoTT dataset was designed
to provide interchangeable conversational elements and enable
their modular composition to obtain fictional but plausible and
convincing conversations. As a result, multiple virtual speakers
engage in a turn-taking conversation that emulates real-world
interactions, with spatial audio techniques employed to enhance
realism by arranging the speakers in the auditory scene. This
dataset offers a valuable resource for studies in immersive
spatial audio, human-computer interaction, and auditory scene
analysis. The dataset is therefore well-suited for experiments that
necessitate the simulation of ecologically valid conversations, as
the one described in the use case reported in this paper.

Index Terms—Dataset, speech, audio recording, turn-taking.

I. INTRODUCTION

Human conversations are typically characterized by a struc-
tured pattern of interaction known as turn-taking [1], [2].
In this type of organization, participants take turns to talk,
thereby alternating between the roles of speaker and lis-
tener. In virtual acoustic environments (VAEs), the user is
acoustically immersed in a simulated room characterized by
virtual sound sources rendered in different positions [3],
[4]. The use of speech data as virtual sources constitutes
a common application scenario [5], [6]. A more realistic
VAE is attained when virtual speakers interact in a turn-
taking conversation [7]-[11]. From an acoustic perspective,
these scenarios can be constructed through a variety of ap-
proaches to spatial audio rendering. For example, in audio
augmented virtuality (AAV) [6], the VAE is derived from
auditory content that has been captured from the real world.
To this end, spatial room impulse responses (SRIRs) provide
comprehensive acoustic modeling of the captured environment
by encoding the directions of arrival of direct and reflected
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sound waves reaching the listening point. Speech recordings
can then be convolved with the SRIR measurements, thereby
simulating virtual speakers at various positions in the VAE.
This approach engenders an immersive and ecologically valid
acoustic experience, wherein users can explore the auditory
scene as if they were in the place where the SRIR was
recorded. From a communication perspective, the mechanisms
governing turn-taking must be understood and modeled to
simulate interactions between virtual speakers that comply
with the dynamics of human conversations. The simulation of
virtual speakers conversing with one another is typically based
on audio recordings from speech datasets. However, despite
the plethora of speech datasets proposed in the literature, only
a minority is conversation-oriented, i.e., collecting recordings
related to human conversations. The majority of these datasets
capture entire conversations, disregarding the collection of iso-
lated conversational elements that can be flexibly rearranged
to generate artificial yet natural-sounding dialogues.

To address this gap, this paper presents MoTT (Modular
Turn-Taking), an English speech dataset specifically designed
to isolate key components of human conversations. A total
of eight participants were assigned the task of articulating
a question and its corresponding answer for each of ten
predefined topics. The MoTT dataset includes two takes of
these recordings. Furthermore, participants were instructed to
utter other speech elements that typically occur in a conver-
sation. These included backchannel responses and reciprocal
questions, defined as short generic queries used to redirect the
question back. The objective of the recorded speeches is to
serve as interchangeable elements that can be assembled in a
modular fashion. The proper arrangement of these elements
enables the construction of fictional conversations that closely
mimic the mechanisms of natural human interaction. In VAEs,
this results in virtual speakers engaging in realistic conversa-
tions, thereby enhancing the listener’s sense of presence in
the acoustic simulation. For this reason, MoTT is particu-
larly well-suited to be employed in combination with SRIR
datasets [24]-[27] for the simulation of ecologically valid
VAEs from both acoustic and human interaction perspectives.
Therefore, MoTT offers a significant resource for research
and applications in immersive spatial audio as well as human-
computer interaction, and auditory scene analysis. The dataset
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TABLE I: Comparison of some of the published conversation-oriented speech datasets.

Measurement N Number of Measurement . Recording Sample rate .
Dataset context Speech type Language speakers environment Size device [kHz] Additional data
ISL . Real meeting sessions . N 104 sessions Lavalier and . .
2] In-the-wild in given scenarios English ~6.4 Office (103 hours) table mic. 16 Video, transcript
ICSI . . . . . 75 sessions Head-worn and Video, transcript
[13] In-the-wild Real meeting sessions English 12 Meeting room (72 hours) table mic. 16 and annotations
Omni and headset
AMI In-the-wild Real meeting sessions mic. (close-talking), Video, transcript,
[14] and laborator and elicited meetings English 4 3 meeting rooms 100 hours circular mic. arrays 16 annotations, and
Y with roles and tasks (far-field), and whiteboard activity
manikin (binaural)
64-channel and
CHIL . Real lectures . 1020 . . 4-channel mic. Transcript, video,
[5] In-the-wild and meetings English 35 5 meeting rooms 86 sessions arrays, table and 44.1 and annotations
lavalier mic.
CCDb . Natural conversations . 30 dialogues Unspecified Transcript, video,
[16] Laboratory with suggested topics English 2 Laboratory (5 hours) microphone 441 and annotations
i Single words and . .
ACE Challenge Laboratory numbers, answers to English 14 Anechoic 50 utterances Monophomc 48 No
[17] N chamber mic.
open-ended questions
. . . . Transcript, video,
NoXi Laboratory Screer?—medlfile_d ) 7 . 2 Laboratory 84 dlalogl{es Hea‘dsel 48 depth images
[18] natural conversations languages (25 hours) mic. 2
and annotations
. . .. . 4-channel mic. . .
CHiME-6 In-the-wild Real dinner parties English 4 Kltchgn, dining 20 sessions arrays and 16 Transcript, V}deo,
[19] and living rooms (50 hours) . X and annotations
binaural mic.
ODSQA Reading existing . 5 . 5 .
[20] Laboratory documents and questions Chinese 20 ? 3,654 questions ? 16 Transcript
AISHELL-4 In-the-wild Real meeting sessions Mandarin 4-8 10 meeting rooms 211 sessions 8-‘channe1 48 TraAnscnplA z‘md
[21] (120 hours) mic. array voice activity
Adigwe and Single sentences, scripted . . . . N
Klabbers [22] Laboratory and elicited dialogs English 2 Recording studio 23 dialogues ? 48 None
DailyTalk . . . . 2,541 dialogues Monophonic Transcript, topic,
23] Laboratory Scripted dialogs English 2 Studio (20 hours) mic. 44.1 and emotion
o ded answers and Two takes of Frontal
MoTT Laborat ueslli):):z;enrezi xfz?csa\);’er:e:gons English 8 Acoustically 10 questions and and lateral 48 Transcrint
(Ours) aboratory q ? P q ’ nglis treated chamber answers pairs monophonic ranserip

and backchannel responses

(> 2 hours) mic.

is therefore suitable for experiments requiring the simulation
of ecologically valid conversations, as illustrated by the use
case described in this paper. The MoTT dataset is publicly
available on Zenodo [28].

This paper is organized as follows. After the present in-
troduction (Section I), Section II provides an overview of
the related datasets proposed in the literature. Section III
describes the MoTT dataset including the technical setup, the
experimental procedure, and the postprocessing operations.
Section IV presents a use case of MoTT, in which the speech
recordings were assembled to generate realistic conversations
for an experiment in an AAV framework. Section V concludes
the paper.

II. RELATED WORK

A plethora of speech datasets have been proposed in the
extant literature. The variations between these datasets pertain
to a multitude of factors, including but not limited to language,
speech type (e.g., reading, conversation), number of involved
speakers, measurement context (laboratory or in the wild), and
technical setup. In the following, an array of these datasets will
be presented, with a particular focus on those oriented towards
conversations, such as the dataset described in this paper.

Table I presents a comparative analysis of the characteristics
of these datasets.

The majority of conversation-oriented speech datasets con-
sist of recordings of conversations occurring between people
in uncontrolled settings. AISHELL-4 [21] includes 211 real
meeting sessions captured in different rooms with Mandarin
speakers talking to each other. The recordings were conducted
with a circular microphone array. Transcriptions and speaker
activity were provided as additional data. The dataset was
intended for speech front-end processing, speech recogni-
tion, and speaker diarization. The CHIL corpus [15] collects
audio and video streams of 86 real lectures and meetings.
The dataset is accompanied by several manual annotations,
including speaker turns and identities, acoustic conditions,
named entities, and video annotations. The AMI meeting
corpus [14] collects audio and video recordings of both real
meeting sessions and meeting elicitation scenarios in which
speakers were assigned roles and tasks. The provided manual
annotations included named entities, dialogue acts, topics,
summaries, and emotions. A similar dataset that was collected
in a working context is the NIST meeting room corpus [29].
With regard to alternative contexts, the CHiME-6 dataset [19]
comprises audio and video recordings of 20 dinner parties
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that occurred in domestic environments. The ISL meeting
corpus [12] includes audio and video recordings of meetings
in which participants conversed within predefined scenarios.
The CCDb [16] is an audiovisual dataset comprising 30
dyadic conversations with annotations for facial expressions,
verbal and non-verbal utterances, and speech transcriptions.
While recorded under controlled laboratory conditions, the
dataset captures non-scripted conversations. Similarly, the
NoXi dataset [18] provides audiovisual recordings and an-
notations of multi-lingual spontaneous dyadic conversations
across a wide range of topics. However, a key distinction from
the previous datasets is its exclusive focus on screen-mediated
interactions.

These datasets captured uncontrolled conversations that oc-
curred in the wild. For the purpose of modular composition of
turn-taking, it is ideal to record speech data under controlled
settings, preferably in anechoic chambers, to enable the later
integration of acoustic cues. This is the case of the corpus
of the ACE challenge [17]. Besides providing SRIRs, this
corpus includes English speeches recorded in an anechoic
chamber at a sample rate of 48 kHz and 16-bit depth. The
speech content includes single words and numbers, as well
as some longer answers to predefined questions. However,
the recording of the questions was not part of the dataset.
The speech dataset DailyTalk [23] includes more than two
thousand dialogues recorded by two English-fluent speakers.
These were sampled from another dataset of written dia-
logues. The dataset was intended for conversational text-to-
speech. Similarly, the ODSQA dataset [20] includes audio
recordings of Chinese speakers reading text documents and
related questions retrieved from an existing dataset. However,
some details about the dataset are missing, such as the
measurement room and recording devices. Further, Adigwe
and Klabbers [22] recruited two professional voice talents
to read scripted dialogues out loud from existing sources.
They considered different recording setups, including single
sentences, the whole scripted dialogues, and semi-spontaneous
dialogues within given scenarios. However, the dataset is not
publicly available.

Other worth citing speech datasets oriented to conversation
scenarios used low-quality recording devices. These datasets
encompass those that collect audio recordings of telephone
conversations, such as DSTC2 [30] and SpokenWOZ [31].

At the time of writing, generative artificial intelligence
(AI) is capable of producing convincing and highly realistic
voices that may render most speech datasets obsolete for
many of the use cases for which they were recorded. Also,
directivity, microphone distance, and flat microphone response
can be corrected after generation, but at the cost of increasing
experimental variables and complexity (to our knowledge, no
publicly available Al is currently able to natively account
for these factors). Nevertheless, we believe that Al will give
real voice datasets a new value as training and test sets.
This encompasses the training of both generative models and
models capable of discriminating between real and synthetic
speech.

III. DATASET

A. Technical Setup

1) Room Setup: The speech recordings for the MoTT
dataset were conducted in an acoustically-treated chamber at
the University of Milan (Italy), which is shown in Fig. 1.
This chamber is an environment where sound reflections are
significantly damped by the walls, although it is not a fully
anechoic room. In addition, sound absorption panels were
placed on the window located at one of the room’s walls
as well as at the room’s corners. This configuration favored
the attenuation of sound reflections and resonances, which
is needed to obtain speech audio signals that are as dry as
possible.

2) Recording Setup: Two Beyerdynamic MM 1 monophonic
omnidirectional microphones' were utilized to capture the
participant’s utterances at a distance of 50 cm and at the same
height as the participant’s mouth. The first microphone was
positioned in front of the participant. The second microphone
was positioned on the participant’s right at an angle of
90° relative to the first microphone. This configuration was
conceived to sample the directivity pattern of the participant’s
voice at two positions, thereby enabling the simulation of a
listener positioned on the right of the speaker. The micro-
phones were connected to a laptop via the Motu UltraLite-
MK3 Hybrid audio interface, providing a gain of +28 dB.
The digital audio workstation (DAW) Reaper was used to
record the audio signals coming from the Motu interface at
a sample rate of 192 kHz and a bit depth of 24 bits. For
each participant, a single track was recorded for the entire
session. The resulting audio files are in stereo format, with the
first channel (left) storing the sound captured by the frontal
microphone, while the right channel (right) storing the lateral
microphone’s output.

3) RIR Measurement: The same measurement setup was
employed to record room impulse responses (RIRs) of the
room. The RIRs were measured according to the logarithmic
sine sweep technique [32]. The sweeps were reproduced in
the room by a Focal Alpha 65 loudspeaker and captured
by the same microphones that were employed to record the
speeches. The microphones were in the same positions as
during the speech recording, while the loudspeaker was placed
at the position occupied by the head of the participant. Fig. 2
show the RIR and the one-third octave band 75, for the
RIR recorded by the frontal microphone. The broadband 75
is 77 ms, while the broadband EDT is 2 ms. The values
of these reverberation features were computed according to
the ISO 3382 standard [33] using the Aurora plugin [34]3.
Furthermore, for each microphone, three further RIRs were
measured, each with the loudspeaker facing the microphone
but with slight deviations from the ideal position. These
recordings are intended to capture variations in the speaker’s
head position while talking.

I'See product manual for sensitivity and other specifications.
Zhttps://aurora-plugins.com/
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Fig. 1: The acoustically-treated chamber where the speeches
were recorded along with the measurement setup. The partic-
ipant was seated on the red chair, while the experimenter was
seated on the blue one.

B. Recording Session

1) Experimental Procedure: During the recording session,
four element types of turn-taking conversations were collected
from the participants. These types included question, answer,
reciprocal question, and backchannel response. Fig. 3 shows
the experimental procedure adopted to collect these elements.
The first step in the procedure is the question-and-answer
session that covers ten distinct topics. The experimenter posed
a question related to the first topic, and the participant replied
with the first answer. The answers were considered correct
if they exceeded 15 seconds; otherwise, the participant was
requested to repeat the answer. The targeted range for the
duration of the answer was considered to be between 30
and 50 seconds. The responses falling between 15 and 30
seconds, as well as those that exceeded 50 seconds, were
deemed acceptable. However, the experimenter encouraged
the participant to provide a longer or shorter response, re-
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Fig. 2: RIR recorded by the frontal microphone in the acous-
tically treated chamber. (a) Time-domain response of the RIR.
(b) Magnitude spectrum in dB of the RIR between 20 Hz and
20 kHz. (c¢) One-third octave band reverberation time 75y of
the RIR. The frequency axis has a logarithmic scale.

spectively, to the subsequent question. The participant was
requested to pause for 5 seconds following the end of their
answer. Thereafter, the participant was instructed to formulate
a reciprocal question, defined as a generic and succinct query
to redirect the question back, thereby maintaining the flow
of the conversation. Examples of reciprocal questions include
“And you?”’, “How about you?’, and “What about you?”.
The participant was then asked to wait for an additional 5
seconds before repeating the original question posed by the
experimenter. The participant was encouraged to reformulate
the original question by employing alternative words that
would convey the same meaning. This procedure was repeated
for each of the ten topics.

In the subsequent step of the recording session, the par-
ticipant was instructed to record a series of approximately
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Fig. 3: Experimental procedure adopted to collect the conversational elements for the MoTT speech dataset. The blue box is
related to the experimenter, while the green boxes are related to the participant.

ten backchannel responses. These were defined as non-
verbal sounds employed as interjections during a conversation
to express a spontaneous feeling or reaction. Examples of
backchannel responses include “oh”, “m-hm”, “uh”, “um” as
well as coughing. The participant was instructed to utter nearly
neutral backchannel responses and refrain from expressing a
clear intention in their voice. The objective of this directive
was to elicit backchannel responses that could be adapted to
a broader range of conversational scenarios. Subsequently, the
question-and-answer session was repeated to record a second
take. The order of the questions posed to the participants
differed from the first session. This was intended to dissuade
participants from providing the same answers as in the first
session.

Throughout the recording session, the experimenter ensured
that the procedure was followed correctly, through the provi-
sion of proper instructions to the participant. These instructions
included: indicating the 5 seconds that the participant was
required to wait, ensuring that the participant repeated the
questions with the original meaning, and checking the given
answers for their duration and content. In the event of any
issue, the participant was requested to repeat the recording.

2) Questions: The speech data collection encompassed ten
open-ended questions, each addressing a distinct topic. Table II
presents the ten selected topics, along with the corresponding
ten questions posed to the participants. The questions were
conceived to be broad in nature and to resemble topics that
can plausibly arise in a real conversation, such as hobbies,
music, travels, and so on. Additionally, the questions were
designed to be easy to understand and to reply with fictional
responses. Further, the questions are not interrelated, and thus,
they can be assembled in any order to simulate a conversation.

3) Instructions for Participants: The experimental protocol
was designed to isolate individual conversational elements,
which can be coherently reproduced next to each other. During
the recording session, the experimenter avoided any overlap
with the participant’s utterances. Prior to the beginning of the
recording session, the course of the experiment was explained
to each participant. Participants were instructed to respond to
the questions with fictional, yet plausible answers. Further,

TABLE II: Topics and related questions which were asked to
the participants during the speech data collection of MoTT.

Topic Question

Music What kind of music do you listen to?

preferences

Cooking Do you have a favorite dish? What do you like about it?

Hobbies Whatv do you do in your free time? What are your
hobbies?

Travel What is the most beautiful place you have visited?

Job What is your job or field of study? What do you like
about it?

Preferred What was your favourite school subject at primary school?

school subject  Can you tell me something about it?

Languages How many languagesvdo you speak and which foreign
language would you like to learn?

. Can you tell me something about the last book, movie,
Entertainment .
or TV series you watched?

Can you tell me something about an animal that you like

or don’t like?

Animals

Superpowers What superpowers would you like to have, and why?

participants were informed of the question topics, but not
the precise questions, at the time of their recruitment. This
approach was adopted to allow participants to familiarize
themselves with the subject matter and be adequately prepared
when the actual questions were posed.

4) Participants: A total of eight participants were recruited
to collect the speech recordings for the dataset. The par-
ticipants were divided equally between males and females.
While none of the participants were native English speakers,
all of them were fluent in English. The majority of the
participants were native Italian speakers, but native French and
Brazilian speakers were also recruited. This provides a variety
of accents in the English speeches included in the dataset. The
English language was selected as it is the most widely spoken
international language.

C. Dataset Creation

1) Postprocessing: As previously stated, a single stereo
audio track was recorded for the entire recording session of
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a participant. Left channel refers to the frontal microphone,
while the right channel is that of the lateral microphone. This
track underwent manual editing before its inclusion in the
MOoTT dataset. First, extraneous components were removed,
including the experimenter’s instructions, silences, redundant
speech data resulting from repetitions, and private information
given by the participant to prevent doxing. Subsequently,
each conversational element recorded during the session was
isolated and assigned to the corresponding type, including
question, answer, reciprocal question, and backchannel re-
sponses. These elements were edited to include a minimal
amount of silence at the beginning and end. A high-pass filter
with a cutoff frequency of 80 Hz was applied to the audio
signals to remove low-frequency noise.

The MoTT dataset also includes the transcript of questions,
answers, and reciprocal questions. The transcript was auto-
matically obtained using Google Speech Recognition through
the Python library SpeechRecognition®. Subsequently, the
transcriptions underwent manual review to rectify errors and
supplement punctuation.

2) Dataset Organization: The collected speech data are
provided in the MoTT dataset as audio files in WAVE
format. The naming convention employed for these file is:
IdSex_TypeNum_Take.wav. Id is a two-character identi-
fier that denotes the participant with a number from 00 to
07. Sex denotes the sex of the participant with a single
character that can be either M for males or F for females.
Type denotes the element type with a single character that can
be Q for questions, A for answers, R for reciprocal questions,
and B for backchannel responses. Num is a two-character
counter identifying different audio files belonging to the same
participant and to the same type. If Type is Q or A, then
Num corresponds to the identifier of the topic among those
reported in Table II. Take is an optional suffix that is used
only when Type is Q or A to distinguish between the two
takes of collected questions and answers. As shown in Fig. 3,
the reciprocal questions were measured in two takes as well.
However, the two takes of the reciprocal questions were not
distinguished in the nomenclature since they are not related to
the topics.

IV. USE CASE

The MoTT dataset described in this paper can be utilized
for a variety of purposes. As an example, this section details
a use case in which we are currently employing MoTT
for research purposes. Specifically, we are conducting an
alternative version of an experiment previously presented in
the literature [6]. The experiment is conducted within the
framework of AAYV, in which the VAE is derived from auditory
content captured from the real world, which is augmented
by synthetic sound generation. In the considered use case,
SRIRs represent real-world capture, while speech data are
used for sound augmentation. Within the AAV framework,
the experiment evaluates the co-immersion criterion, which

3https://pypi.org/project/SpeechRecognition/

is operationalized by asking listeners to identify a virtual
sound source rendered with a different acoustic approach
among reference sources. In the original experiment, Fantini
et al. [6] investigated the scenario of virtual speakers talking
simultaneously, which were rendered at various locations
within the VAE using dynamic spatial audio techniques. The
authors evaluated the co-immersion of two simplified late
reverberation approaches to render the speakers. One involved
static late reverberation derived from binaural downmixing of
Ambisonics SRIRs, while the other utilized an artificial rever-
berator with parameters automatically tuned by a previously
proposed reverb matching method [35]. The authors reported
the use of concurrent speech as a limitation of the experiment,
which made it challenging for listeners to concentrate on
individual speeches and their acoustic properties.

In the experiment’s alternative version that we are conduct-
ing, our aim is to assess the co-immersion of conversations
rather than concurrent speech. Conversations represent a more
ecologically-valid scenario, which is commonly encountered
in everyday life and VAEs. For this purpose, we utilized
the MoTT dataset to create turn-taking conversations in a
modular way. The experiment included trials with two to four
speakers, a parameter regarded as scene complexity. There-
fore, we chose four speakers from MoTT, consisting of two
males and two females, to represent the experiment’s virtual
characters. The dataset’s diverse voice timbres and accents
enable the construction of dialogues between heterogeneous
and well-characterized virtual speakers, which facilitates their
identification by participants during the experimental task.
For each level of complexity, we generated three distinct
conversations involving two, three, or four characters based
on the complexity level. Each conversation begins with one
character posing a question about one of the ten topics,
followed by a response from another character on that topic.
The rest of the conversation is further developed similarly,
with questions and answers from various speakers seamlessly
joined together. The answers from MoTT were adequately
shortened to avoid long utterances and to increase the per-
ceived conversation’s interactivity. We also included reciprocal
questions that either followed an answer, came before a ques-
tion, or occurred in both positions. Additionally, backchannel
responses from other characters were incorporated throughout
a character’s utterances to enhance the interactivity and realism
of the conversation. Each conversation was designed to last
between one and a half to two minutes. In creating these
conversations, we aimed to ensure a balanced distribution
of speaking time among characters and diverse topics. As
a result, the experiment’s participants attend a turn-taking
conversation where multiple characters engage in turns by
asking and answering to questions spanning different topics.
The realism of this conversation is enhanced by the use of
dynamic spatial audio techniques, which provide an acoustical
rendering of characters at various locations within the VAE.
Compared to the speech data from the original experiment, the
MoTT dataset is associated with a greater degree of perceived
auditory externalization, according to preliminary findings.
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The conversations generated for the experiment are included
in the MoTT dataset [28].

V. CONCLUSION

This paper presented MoTT, an English speech dataset for
modular turn-taking composition. The dataset is composed
of questions, answers, reciprocal questions, and backchannel
responses recorded by eight participants. The questions and
answers are related to ten topics selected to cover different
topics that can occur in a conversation. The speech data
included in the dataset are therefore intended to be inter-
changeable elements allowing their modular composition. A
natural-sounding conversation can be simulated by adequately
assembling these elements as if multiple speakers are talking to
each other. The MoTT dataset can find several applications,
such as the design of ecological experiments in which the
participant listens to fictional, but realistic, conversations. This
is exemplified by the use case of the experiment described
in Section IV, where spatial audio techniques enhance the
perceived realism of the conversation.

Future works include the recruitment of further participants
to obtain a larger dataset with more diverse voices and accents.
A limitation of the described dataset is the employed recording
room which is not fully anechoic. This could affect the
simulation of an artificial reverberation effect on the recorded
speeches given that they already encode the acoustic cues of
the recording room.
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