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ABSTRACT
This paper presents PhonHarp, a new interface for musical expres-
sion. The instrument can be described as a human-device loop,
based on an Android app for mobile phones that produces sounds,
which are modified by the vocal tract of the musician. After an-
alyzing the state of the art, this work will provide details about
functional requirements, design choices, and implementation as-
pects.

CCS CONCEPTS
• Human-centered computing → Sound-based input / out-
put; Mobile phones; • Applied computing → Sound and mu-
sic computing.
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1 INTRODUCTION
Nowadays, many virtual musical instruments are available as mo-
bile applications, but little attention is paid to an extension of the
interpretative possibilities of the musician. The goal of this work is
to present and discuss a tool that primarily employs the phonatory
apparatus as an extension of the musical instrument itself. More-
over, by using the smartphone’s multi-touch interface, it allows for
a multidimensional control of timbre parameters. Therefore, the
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performer has different techniques at her disposal to confer greater
expressiveness to the generated melody. The name proposed for
the instrument, PhonHarp, recalls the common root shared by the
words phonatory and phone, and also recalls the mouth harp, which
is played in a similar fashion.

The main source of inspiration for this work is the aim to create
a hybrid instrument that embodies digital technology (the software
running on the device), analog electroacoustic aspects (the phone
loudspeaker), and physical components (the musician’s mouth). In
particular, the last two elements are variable and unpredictable
(phone model, loudspeaker technology, mouth properties), letting
the actual sound quality be unique, emerging from the possible
elements combinations or tweaks (such as the use of external loud-
speakers), a valuable aspect in terms of instrument hackability and
multiple interpretations design [16, 24].

From a technological point of view, this work is similar to a
talk-box, a pedal effect born in the ‘60s and mainly used in rock
music. The goal of the talk-box is to let the performer modify
the sound of a musical instrument (e.g., a guitar or a keyboard)
with the mouth, thanks to a plastic tube that connects the acoustic
audio output of the musical instrument to the oral cavity. The
musician can form words, without actually pronouncing them,
modifying the output sound. In this way, simply using the vocal
tract, the spectral composition of the signal is modified, giving the
audience the illusion of listening to a “speaking instrument” (which
is basically a physical version of the Vocoder).

A complete talk-box system requires a musical instrument, an
amplifier, a microphone, and a running implementation of the effect.
These constraints have hampered the wide diffusion of such an
effect beyond the community of professionals.While the availability
of a sound source remains essential, the other aspects require skills
and hardware components that can be emulated by a computer
system. In this sense, the present work builds on the ubiquity of
smartphones to make a talk-box-like effect available to anyone.

The remainder of the paper is organized as follows: Section 2 will
review related approaches, Section 3 will present design goals and
implementation details, and Section 4 will draw the conclusions.

2 STATE OF THE ART
This work is rooted in the long-standing development of innova-
tive interfaces for controlling musical parameters. By analyzing
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the scientific literature (e.g., the proceedings of the annual Inter-
national Conference on New Interfaces for Musical Expression),
and the most relevant applications available on the market, a first
dimension to classify Digital Musical Instruments (DMI) emerged,
distinguishing between the ones that require dedicated hardware
and those running on mobile devices (e.g., smartphones, tablets or
laptops). Another criterion that we took into consideration, due to
the goals of the present work, is the possible involvement of the
vocal tract. These independent dimensions will be further explored
in the following subsections.

Within the category of musical instruments designed to be
launched on mobile devices, such as smartphones, tablets, and
laptops, two subcategories can be determined. These correspond
to DMIs based on the possibility to apply effects and manipulate
already available music only, or, conversely, to perform a tune gen-
erated by the user on-the-fly.

The former group is composed by those mobile apps that do
not offer direct control over played music or sound. This category
embraces collaborative musical instruments, effect generators, and
music games. Echobo [8],WIJAM [4], *12* [5] and SWARMED [7] are
examples of collaborative musical instruments for mobile devices
where the final melody is the result of real-time actions of geo-
graphically distributed users. Among effect generators, it is worth
mentioning: modular synths such as AuSynthAR [10], GrainTrain
[3], and TC-11 [15]; sequencers such as Gliss [20] and Pyxis Minor
[1]; and loopers such as Twkyr [23]. In most of these applications,
audio effects are dynamically controlled through the multi-touch
panel.MMODM [18] is an on-line drummachine connected to Twit-
ter in order to create massive jam sessions. The app called Two
Turntables and a Mobile Phone [2] employs the accelerometer and
the gyroscope of the smartphone to mimic the record-style spin-
ning plates used by DJs. Concerning musical games, mobile stores
offer a great number of apps, often inspired by the top-selling game
called Guitar Hero 1. Among the tools discussed in the scientific lit-
erature, it is worth citing Tok! [9], a rhythmic game with advanced
features, and Scratch-Off [6], where the user takes the role of a
DJ; both tools are based on gesture detection, typically captured
from the accelerometer of the multi-touch interface. Apparently,
no tool belonging to the broad category of collaborative musical
instruments, effect generators, and music-oriented games seems to
support the phonatory apparatus as a way to process sound.

The latter group, i.e. instruments allowing direct control over mu-
sic generation, is more interesting for the scope of this work, since
the proposed musical instrument falls under this category. Smule’s
Ocarina [21] is an extended version of the traditional musical in-
strument, where notes are played by blowing into the microphone
and plugging the virtual finger-holes using the multi-touch panel;
additionally, the accelerometer lets the player apply a vibrato effect.
Another work from the same programmer is Magic Fiddle [22], a
musical instrument that recalls the violin interface and adds some
gamification elements. Laptop Accordion [12] is meant to turn a
laptop into an accordion: the gesture of expanding or compressing
the bellows can be simulated by opening and closing the monitor
panel, whereas the accordion’s keys are activated by the computer
keyboard. Orphion [19], Pitch Canvas [17], and iPad Bladeaxe [13]

1https://www.guitarhero.com

are innovative virtual instruments that take full benefit from large
tablet screens to place notes onto a grid and to let the user control
sound parameters through multi-touch gestures.

Instruments where the vocal tract is a relevant feature of the
interface are also present, such as the Mouthesizer [11], where a
live video of the mouth is used as a controller, Pink Trombone,2 an
articulatory speech synthesizer, and a wide range of tools developed
in the context of the SkAT-VG project [14]. Nevertheless, none of
the cited instruments physically involves the phonatory apparatus
in the actual shaping of sound.

In this context, ElectroSpit 3 and Pocket Talkbox 4 are particularly
relevant solutions, since they use the human vocal tract in order to
create an effect similar to the talk-box. The former is a commercially-
available product that, thanks to a dedicated device made of two
loudspeakers, is able to redirect the sound produced by the app to
the base of the throat. Pocket Talkbox is an Android app presenting
a 8-element grid for musical notes, and a talk-box effect is obtained
by bringing the smartphone loudspeaker near the mouth. Pocket
Talkbox does not require dedicated hardware components, but it
is limited as it regards pitch extension, timbre, and the dynamical
control of the sound output. Conversely, our proposal aims to join
usability, expressiveness, and configurability.

3 DESIGN AND IMPLEMENTATION
In this section we describe the design goals, the interface, and the
implementation of PhonHarp.

Concerning the functional requirements, the basic idea of Phon-
Harp is letting users shape the sound through their vocal tract. To
this end, two key aspects must be considered: i) concerning inter-
face and controls, the smartphone must be held like a flute in order
to bring the loudspeakers as close as possible to the mouth, and
ii) the timbre has to present spectral richness in order to offer an
articulated effect.

Other aspects to take into account are usability and accessibility.
Users should be able to transform their smartphone into a musical
instrument simply by installing a piece of software, with no need for
external devices. Both left-handed and right-handed users should
be able to play it.

The musical instrument is a monophonic one. Music-related
functional requirements should include the possibility to perform
melodic lines spanning across at least two octaves, playing all notes
of the chromatic scale. The user should be allowed to pick a timbre
from a predefined list. In addition to note-by-note frequency and
intensity, some basic sound parameters should be configurable:
harmonic content (filtering and pulse width modulation), vibrato,
tremolo, equalization, portamento, and – finally – volume, and
envelopes. Some parameters should be also dynamically adjustable
during a single note performance: intensity, harmonic content,
pitch bend, and the amount of tremolo, vibrato, and pulse width
modulation effects.

Concerning the interface, PhonHarp basically presents a key-
board consisting of five buttons, indicated by white circles in Figure
1. Users must rotate the smartphone in order to bring the speaker
2 .https://dood.al/pinktrombone/
3https://www.electrospit.com
4https://play.google.com/store/apps/details?id=com.Bright_Blue_LED.
PocketTalkbox
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Figure 1: The interface of PhonHarp.

Figure 2: Two alternative ways to hold the device.

towards the mouth. Figure 2a shows the suggested orientation,
while Figure 2b presents an alternative way to hold the phone.

For the sake of simplicity, from here on we will refer to right-
handed users. In order to have a firm grip, it is necessary to hold the
device with the left hand by using the index, ring and little fingers in
the upper part (L1, L3, and L4, respectively) and the thumb blocking
the other side of the device. Musical notes are determined by the
index, middle, ring and little fingers of the right hand (R1, R2, R3
and R4 circles, respectively), while the middle finger of the left
hand (L2) acts as a modifier of the current note by lowering it by
a semitone. For a firmer grip, the thumb of the right hand can be
used to support the bottom of the smartphone, too.

Although PhonHarp may recall a flute, the relationship between
the fingering and the notes played makes it more like a trumpet.
To identify the note triggered by keys R1 to R4, we will use a 4-bit
encoding of numbers in the base-2 numeral system, in the interval 1
to 15 (0 has been excluded). These notes are mapped onto a diatonic
musical scale, thus determining an extension of the instrument
equal to 2 octaves. During the configuration phase, it is possible
to specify the type of scale, choosing between major and natural
minor, the first grade, and the reference octave. Figure 3 shows
the relationship between the combination of pressed keys and the
note played. In this case, the instrument is tuned to play the G
Major scale spanning from G3 to G5. Optionally, a user-defined
hysteresis time can be activated in order to avoid multiple triggers
when pressing many keys at once.

Persistent settings can be configured in a dedicated area of the
app. Conversely, dynamical timbre parameters (e.g., tremolo and

            

Figure 3: Mapping between notes and keys.

vibrato) can be controlled using swipe gestures on the horizontal
and vertical axis of the smartphone screen.

The application has been designed to be compatible with Android
version 5 (codenamed Lollipop) or higher.

The core of the app is the software synthesizer, whose block
diagram is shown in Figure 4. It consists in a semi-normalized
subtractive architecture, composed of a variable pulse-width (PW)
square-wave oscillator (OSC), followed by an amplitude-modulation
block (AMP), and a simple equalizer (EQ). Typically subtractive
synthesizers also carry a filter module, but, in this case, the filter is
provided by the mouth of the musician, thus involving a physical
process in the sound-generation chain.

Using a variable PWoscillator allows the user to select in a simple
way among odd-only harmonics typical of blowed instruments (a
50% duty cycle); all harmonics, typical of plucked string instruments
(very short duty cycle, generating a train of impulses); and a PW-
modulated sound, similar to bowed string sounds.

The trailing EQ consists in a low-shelving and a high-shelving
equalizers. Cutoff frequencies are fixed to 400 Hz and 8 kHz re-
spectively, in order to provide control over those parts of the spec-
trum which are outside the band modulated by the mouth shape.
Modulation signals are 2 low-frequency oscillators (LFO), and 2
attack-sustain-release (ASR) envelope generators. Modulation des-
tinations are hardwired to the pitch and PW parameters of OSC,
and to the overall amplitude (controlled by AMP).

Monophonic expression signals are the note selected by the
keyboard, the horizontal and vertical swiping positions over the
pressed keys, and the gate information (is some key pressed or
not). The possible destinations that the user can select for these
controls are: Volume, PW, pitch, tremolo depth, vibrato depth, and
PW modulation depth. Other user-selectable preferences saved in
the timbre settings are: a timbre name (many timbre can be stored,
but only one at time can be played), portamento, equalizer gain
values, LFO frequences, modulation amounts, envelopes parameters,
OSC PW, expression signals routing, and keyboard hysteresis time.

Finally, a feature for sharing timbre settings with user contacts is
provided via standard Android sharing practices. This is achievable
by long-pressing the timbre name when in the timbre list screen.

For the synthesizer implementation, we chose the JSyn library,
written in Java language. Alternative solutions were evaluated (e.g.,
Superpowered, JUCE, and Oboe), but this library proved to achieve
good performances in terms of latency and resource occupation,
also guaranteeing easy integration within the Java environment.
Another plus is the very small size of the resulting Android Package
(APK), namely 4 MB approx.

CPU, memory, and energy consumption were monitored through
the Android Studio Profiler, performing a number of tests on a
HUAWEI P20 Lite device equipped with Android 9. On average,
the CPU utilization reached about 20% during the launch phase,
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Figure 4: Block diagram of the synthesizer.

then dropped to 10% when the synthesizer was active, regardless
of whether or not the sound was reproduced. Energy consumption
followed a similar trend, with average values in the start phase and
remaining remarkably low for other activities. Measured memory
usage was around 80 MB: 60% for the allocation of native objects
of the Android framework, 22% for Java object instances, and 18%
for the bytecode.

4 CONCLUSIONS AND FUTUREWORK
PhonHarp aims to exploit the broad diffusion and the ease of use of
smartphones to create a musical instrument whose characteristics
span across an acoustic one (due to the involvement of the vocal
apparatus), a digital electrophone one (due to the software sound
synthesizer), and an analog electrophone one (due to the presence
of the phone loudspeakers). Its 2-octaves extension and tuning
options allow the performance of a vast musical repertoire. The
learning curve necessary to play simple tunes is expected to be
comparable to that of the recorder, thus addressing also beginners
and people with no previous musical knowledge. On the other side,
skilled users will be able to confer greater expressiveness to the
musical performance by customizing the timbre and dynamically
controlling its parameters. It is worth underlining that PhonHarp
presents additional control aspects with respect to similar apps;
considering also its peculiar keyboard layout, PhonHarp opens the
way to elements of mastery as an instrument in its own right.

Concerning future work, the expressive possibilities of PhonHarp
could be further expanded using the gyroscope and the accelerome-
ters. In addition, some buttons (for example, volume controls) could
become shortcuts to load predefined scenarios, or they could be as-
sociated to special functions such as quick tuning. Social interaction
potential should be investigated as well; e.g., when configurations,
timbres, and tablatures are shared among users.

PhonHarp is currently a working prototype, so an extensive test
campaign should be conducted in order to assess its usability for
musicians and non musicians, and to evaluate the accessibility by
different types of users. After practicing the instrument, players are
expected to adapt to its interface and develop other performance
techniques, thus exploiting such a technology in original and even
unpredictable ways.
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