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Iterative Design of Sonification Techniques to Support

People with Visual Impairments in Obstacle Avoidance
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LUCA A. LUDOVICO, ADRIANO BARATÈ, FEDERICO AVANZINI, and
SERGIO MASCETTI, Department of Computer Science, University of Milan

Obstacle avoidance is a major challenge during independent mobility for blind or visually impaired (BVI)

people. Typically, BVI people can only perceive obstacles at a short distance (about 1 m, in case they are using

the white cane), and some obstacles are hard to detect (e.g., those elevated from the ground), or should not be

hit by the white cane (e.g., a standing person). A solution to these problems can be found in recent computer-

vision techniques that can run on mobile and wearable devices to detect obstacles at a distance. However, in

addition to detecting obstacles, it is also necessary to convey information about them in real time.

This contribution presents WatchOut, a sonification technique for conveying real-time information about

the main properties of an obstacle to a BVI person, who can then use this additional feedback to safely navigate

in the environment. WatchOut was designed with a user-centered approach, involving four iterations of

online listening tests with BVI participants in order to define, improve and evaluate the sonification technique,

eventually obtaining an almost perfect recognition accuracy. WatchOut was also implemented and tested as

a module of a mobile app that detects obstacles using state-of-the-art computer vision technology. Results

show that the system is considered usable and can guide the users to avoid more than 85% of the obstacles.

CCS Concepts: • Human-centered computing→ Empirical studies in accessibility; • Social and pro-

fessional topics→ Assistive technologies; • Information systems→ Geographic information systems;
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1 INTRODUCTION

There are about 285 million blind or visually impaired (BVI) people worldwide [59]. For most
of them, Orientation and Mobility (O&M) is a challenge experienced in the everyday life.
Issues range from environmental orientation to perception, involving psychosocial, educational
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and administrative dimensions. In particular, one problem is the limited ability to determine ob-
jects location and characteristics [81]. Overcoming these issues often requires specific training to
learn general O&M strategies and to learn to safely travel few selected routes autonomously.

A number of assistive technologies have been designed to improve O&M performance of BVI
people during independent travel. Various comprehensive reviews of assistive devices for BVI
people have been published over the last 15 years, addressing not only technical achievements
but also current challenges and future perspectives [25, 29, 64, 75]. The noticeable evolution from
early electronic travel aids to latest systems based on artificial vision, mixed reality, wearables with
built-in cameras, and so on has emphasized the importance of user-centered design, in terms of
knowledge of the users’ needs, capabilities, and limitations. This is also the approach followed in
our work.

When discussing applications for O&M performance, a distinction should be made between
orientation and mobility: the former refers the ability to use one’s remaining senses to understand
one’s location in the environment at any given time, while the latter refers to the capacity of
facility of movement [28]. Accordingly, applications focusing on orientation address such problems
as on-line wayfinding [32, 65], or off-line exploration of maps [27, 45], both in indoor [68] and
outdoor [38] contexts. On the other hand, applications focusing on mobility address such problems
as detection of hazards and obstacle avoidance along the path. In this contribution, we focus on
the latter problem.

As an example, a BVI person moving towards a bicycle parked on a sidewalk would need to
detect its presence, assess its size and map its relative directional position and distance, in order to
walk around it. This is usually achieved using a combination of senses including: residual vision,
if any; hearing, in case the object itself produces or reflects sound; touch, generally through the
use of a white cane. However, this is still a challenging task, as many BVI people cannot rely on
vision, at least in some situations, for example with low luminosity or strong glare. Furthermore, if
an object is not producing any sound, reflects the sound poorly, or there is a strong ambient noise,
it is also difficult to rely on the sense of hearing for the task of obstacle avoidance. Similarly, the
sense of touch cannot always be reliably used. For example, the white cane only detects objects
touching the ground, and within a range of about 1 m. It can also hit or trip bystanders, damage
objects (e.g., a bicycle that can fall when hit) or get stuck or tangled. It also requires some time to
assess obstacle characteristics by touch to correctly avoid them. In this contribution we focus on
white cane users, whose number is much larger than that of individuals who rely on guide dogs.1

Our solution, as currently designed, would probably be of marginal interest for BVI individuals
with a guide dog, because guide dogs can effectively assist in avoiding obstacles. However, our
solution is more scalable and affordable.2

As discussed in the next section, many assistive technologies have been proposed to support BVI
people in detecting obstacles. Some are based on dedicated hardware, others run on mainstream
mobile and wearable devices, and most focus on the problem of solely detecting the obstacle. How-
ever, while this is certainly a key problem, there is an orthogonal fundamental issue: how to convey
salient obstacle properties to the user in real time, without requiring long training and with limited
cognitive workload. To tackle this challenge, this contribution presents WatchOut, a sonification
technique to convey obstacle properties in real time. WatchOut aims at being effective also with
limited training times. For this investigation we adopted a user-centered design process which
involved a series of iterations and online listening experiments with BVI people, for a total of 61

1While we are not aware of any official statistic about the number of guide dogs, unofficial estimate reports that only 2%

of BVI individuals in the USA have a guide dog (https://www.guidingeyes.org/about/faqs).
2The overall costs for a guide dog are in the order of 50, 000 USD (https://www.guidingeyes.org/about/faqs).
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participants in 4 iterations. Results show that in the first 3 iterations we have been able to progres-
sively increase the effectiveness of the sonification technique with equal conditions, which are
mainly affected by the choice of conveying four obstacle properties to the user. During the fourth
iteration, we instead decided to experiment with the sonification of three obstacle properties, and
this led to an almost perfect recognition rate by the participants.

This contribution extends our previous conference paper [62] along with the following direc-
tions:

—We introduce a new sonification mapping design, that improves over the two previously
presented designs, while still providing the same information about the obstacle (distance,
horizontal position, height and width);

—We present a reduced sonification design that reports only three obstacle properties (dis-
tance, horizontal position and height), but provides a more accurate understanding of the
obstacle properties;

—We perform a comparative analysis of the accuracy metrics and participants’ subjective feed-
back across the four iterations;

—We discuss the findings resulting from the user studies and we present generalizable
knowledge that could be useful for researchers and practitioners when designing similar,
sonification-based interactions.

2 RELATED WORK

The topic of obstacle avoidance systems for BVI people has been mainly researched from two
perspectives: the investigation of obstacle detection systems, and the design of non-visual guidance
paradigms aimed at avoiding detected obstacles.

2.1 Obstacle Detection

Obstacle detection based on various types of dedicated hardware, such as ultrasonic, infrared, or
laser range finder sensors to detect obstacles around the user, have been proposed by several prior
works. These sensors are very quick and accurate, and they can be handheld [83], wearable [35],
or mounted on the white cane [40], eyeglasses [34, 71], or even on gloves [12]. Cameras and
computer vision algorithms (mounted on eyeglasses [8, 66] or on a white cane [76]) may represent
a valid alternative to recognize obstacles in front of the user in the range of up to 10 meters [48].
Depth sensors have also been used for a more accurate obstacle localization [13, 44, 61].

Smartphone cameras [74] and depth sensors [44] have also been used in recent years for the
same goal. Such devices present many advantages, such as limited costs, maintainability, a single
interaction paradigm, and higher acceptance by the users [70]. In addition, if compared with range
finders, a larger number of obstacle features can be extracted from an image, including color and
other non-tangible information, such as symbols on road signs [51, 52].

Among the various solutions based on mobile devices, some use, as in our approach, both depth
sensors and video camera feed [36, 43]. The difference is that our solution focuses on how to use
sonification techniques to inform the user about the presence of an obstacle. Instead, the work of
Jafri et al. [37] focuses on the object recognition only, while Li et al. [43] propose a solution based
on speech.

Table 1 summarizes obstacle detection approaches adopted by prior works and the proposed
solution.

2.2 Non-Visual Guidance Paradigms for Obstacle Avoidance

Non-visual guidance for obstacle avoidance can be achieved using: haptic and tactile feedback,
speech messages, or sonification. Prior works propose haptic and tactile feedback on fingers
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Table 1. Obstacle Detection Approaches in the Proposed Approach and Prior Literature

Approach Works

Embedded ultrasonic sensor devices [22, 24, 34, 40, 71]

Embedded infrared transmitter/sensor coupling devices [6, 39, 58, 63]

Embedded laser range finder devices [19, 83]

Embedded devices using video camera feed [8, 56, 66, 76]

Embedded devices using depth sensors [13, 44, 60, 61]

Mobile devices using video camera feed [3, 49, 52, 74]

Mobile devices using depth sensors [33, 37, 57]

Mobile devices using depth sensors and video camera feed This contribution, [36, 43]

through gloves with piezoelectric actuators [12, 84], on the chest [17] or abdomen [78] through
2-d vibration array vests, on the arm through an extensible wire [35] or through transcutaneous
electrical nerve stimulation [53]. While these techniques provide real time feedback and enable
BVI people to form a mental map of the position and size of the obstacle, the required hardware
and equipment is often perceived as unnatural or invasive [35, 53, 84]. In particular, gloves pre-
vent hands-free mobility, which is essential for BVI people using a white cane. An additional issue
concerns the available tactile display parameters. Actuator locations and temporal patterns are
reliable parameters, thanks to the high spatial and temporal acuity of the tactile sense, while vi-
bration intensity and frequency are of limited use (as they are affected by actuator differences,
attachment method, and so on), and higher order spatio-temporal or intensity-temporal patterns
are less explored [26]. Moreover, previous results showed that tactile parameters that are reliable in
isolation may not be so in “compound” signals, which may lead to high perceptual and/or cognitive
processing demands [78].

Another paradigm relies on speech messages to guide the user around obstacles [8, 18, 20, 44,
82]. Although speech instructions are informative and easy to learn, they require more time to
inform the user, who risks bumping into an obstacle before the complete alert message is spoken.
Moreover, speech distracts the user from the surrounding environment because decoding a verbal
message requires a significant cognitive effort [82].

Finally, sonification approaches can be used. The term “sonification”, as defined by Walker et al.,
is “the transformation of data relations into perceived relations in an acoustic signal for the pur-
poses of facilitating communication or interpretation” [79]. Representing an auditory counterpart
of the term “visualization”, it broadly refers to the use of non-verbal sound to convey information.

Sonification can be advantageous over speech messages in terms of robustness to background
noise, reduced cognitive load, and linguistic differences [21], possibly at the expense of longer
training. Moreover, the availability of a large number of reliable auditory dimensions permits in
principle to simultaneously convey multiple features of the visual scene to the listener, thus over-
coming the limitations of haptic and tactile feedback. Finally, sonification approaches can rely on
general-purpose and non-invasive hardware for the display, such as the mobile phone speaker, or
bone-conducting headphones.

2.3 Sonification Approaches

Various taxonomic descriptions of sonification have been proposed, in terms of both functions and
techniques [79]. Specifically, commonly employed techniques include audification, auditory icons,
earcons, model-based, and parameter mapping sonification. The latter [31] is used in this work, and
amounts to representing changes in some data dimension with changes in an auditory dimension.
Thus, a distinguishing feature of this type of sonification is the mapping function between data
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Table 2. Systems for Obstacle Avoidance Based on Sonification (in Order of Publication Date)

Work Obstacle properties Auditory dimensions

Ifukube et al. [34] Position, Size Spatial (binaural), Loudness-related

Meijer [54] Position, Other (brightness) Timbral, Temporal, Loudness-related

Shoval et al. [71] Distance, Position Spatial (binaural), Loudness-related

González-Mora et al. [30] Distance, Position Spatial (binaural), Loudness-related

Aguerrevere et al. [1] Distance, Position Spatial (binaural), Loudness-related

Sainarayanan et al. [66] Position, Other (brightness) Timbral, Temporal, Loudness-related

Striem-Amit et al. [73] Position, Other (brightness) Timbral, Temporal, Loudness-related

Metsiritrakul et al. [55] Distance, Position, Size Pitch-related, Temporal (duration),
Spatial (binaural)

This contribution Distance, Position, Size
(height, width)

Pitch-related, Temporal (intermittence),
Spatial (stereo panning, reverberation),
Timbral, Musical (polyphony)

Sonified object properties include Distance, (angular) Position, Size (height and/or width), Other. Auditory dimensions

include the five high-level categories discussed in Section 2.3.

and auditory dimensions. In particular, in order to qualify as sonification (i.e., to effectively convey
information about the data), such mapping should not be arbitrary nor excessively complex.

Auditory dimensions can be clustered into five high-level categories [23]: Pitch-related, Timbral,
Loudness-related, Spatial, and Temporal. Higher-level musical features may also be used, such as
tonality and polyphony: in this case the term “musification” is often used, to refer to a musical rep-
resentation of data [16]. As an example, the present authors have recently employed a musification
approach to sonify angular movements in the task of accurately rotating towards a direction [2],
which is a critical issue during assisted navigation [4]. In their extensive review of mapping strate-
gies for the sonification of physical quantities, Dubus and Bresin [23] analyzed the frequency of
use of physical and auditory dimensions and showed that pitch is by far the most used auditory
dimension. Moreover, they revealed that spatial auditory dimensions are almost exclusively used
to sonify kinematic quantities such as distance, orientation, velocity, and so on.

Several works have explored the sonification of features extracted from a visual scene [67], with
the goal of aiding obstacle avoidance by a BVI person. A historical example is “The vOICe” vision
technology [54], which sonifies successive frames captured by a camera by interpreting the corre-
sponding pictures as spectrograms (i.e., mapping the vertical position of each pixel to frequency,
the horizontal one to time, and brightness to loudness). As a result, the amount of sonified data
are enormous (the complete visual image facing the user, regardless of salience evaluations), and a
long training is consequently required: about 8 months were needed to five blind persons to learn
to walk along paths and properly avoid objects [73].

In order to reduce cognitive load and ease the learning process, more recent works sonify only
some features of detected obstacles, through specific auditory dimensions. Spatial dimensions are
often used, ranging from simple lateralization (i.e., panning of stereo sounds) to immersive 3D
sound (see two extensive reviews on the uses of spatial audio for electronic travel aids at large [46,
72]).

Table 2 gives a schematic view of various systems. Even though it does not provide an exhaustive
review of previous research, it does show some common trends and approaches. In particular, it
can be noticed that all of these works convey the angular position of an obstacle, mostly through
spatial or temporal dimensions, where the displayed positions are quantized over a discrete set of
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possibilities [34, 71], or vary continuously according to the visual scene [1]. Distance is the second
most sonified obstacle property, typically through loudness-related auditory dimensions [1, 30, 53,
71]. Size-related obstacle properties are more rarely sonified, through loudness-related [34] or even
pitch-related and temporal [55] dimensions.

Table 2 also shows that only one of the reviewed systems [55] conveys synchronously all the
obstacle properties needed to avoid it: distance, size, and angular position. Out WatchOut system
also sonifies all these properties, albeit using a different approach for mapping them into auditory
dimensions.

Moreover, the studies cited above evaluated either with blind-folded people or in a simulated
environment with up to five BVI people. Instead, our sonification technique is evaluated with a
total of 61 participants, and its application in a navigation app is also experimented in the real-
world with 13 BVI participants [62].

3 THE WATCHOUT SYSTEM

Giudice [28] argues that the greatest challenges in O&M for BVI people are about insufficient
information access rather than vision loss per se, and that applications that make the right spa-
tial information available through other senses can ultimately lead to equivalent performance be-
tween sighted and BVI individuals. The goal of our research is to overcome insufficient access
to navigation-critical information by developing a mobile system capable of detecting obstacles
and conveying their properties to BVI users through an effective sonification strategy. The choice
of sonification over alternative approaches (tactile feedback or speech messages) is based on the
discussion presented in Section 2.2.

While the main contribution of this article is the iterative design of the sonification strategy
presented in Section 4, here we describe the main development phases of the mobile app, and
specifically its analysis, design, implementation, and evaluation as an iOS prototype (a more de-
tailed description of the mobile application and its modules is available in our previous article [62]).
Specifically, we describe two main components: the obstacle detection module, which visually
identifies obstacles framed by the mobile device camera in augmented reality, and the sonification
engine, which was first used during the design of sonification strategies, and then ported to the
mobile system for real-time sonification generation.

3.1 Analysis and Design

The initial analysis conducted by the team (including a BVI person) revealed two contrasting needs:

—completeness: the system should provide detailed obstacle information, possibly regarding
multiple obstacles.

—understandability: the obstacle information should be conveyed with a technique that is
robust to ambient noise, easy to learn, with low cognitive load, and that does not distract
the user from ambient noise (e.g., an incoming car).

To balance between these needs, we defined two requirements. First, the system should identify
the most relevant obstacle (see Section 3.2 for details) and convey it to the user. Hence, if two
or more obstacles are identified at the same time, the user will be informed about one of them
only. Second, as previously observed in literature [85], the system should convey only a limited
set of relevant obstacle properties. Based on the existing literature, we chose the following obstacle
properties to be identified and sonified: the frontal distance from the user [30, 78], the horizontal
position with respect to the user (i.e., in front of the user, on the left/right) [1, 34, 71], and the
obstacle size [55, 66]. Regarding the latter property (i.e., size), we first decided to favor the need of
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completeness by providing both the obstacle width and height. Instead, during the fourth iteration
of the sonification design (see Section 4) we decided to focus on the need of understandability by
dropping the width dimension. The choice of dropping the width property is due to the fact that,
while it can be useful to figure out what the obstacle is, this information is less useful than the
others to guide the user to avoid the obstacle.

One strategic decision involved the granularity of the information provided to the subject. The
choice of discrete or continuous data dimensions, and the implications for the design process, have
been discussed in the sonification literature [31]. As an example, for the distance dimension, one
may evaluate and sonify the distance of the obstacle from the user as a continuous time-dependent
signal or may simply provide a binary near/far information when the obstacle is within predefined
ranges. Similar considerations apply to the remaining data dimensions.

In order to limit cognitive overload, we chose the former strategy for distance, and the latter
strategy for position and size. Treating distance as a continuous dimension, in particular, permits
to convey information related to the relative velocity of the obstacle with respect to the subject:
although obstacle velocity is not explicitly sonified, the rate of change of the sonification for dis-
tance provides this information implicitly. The threshold values are partially based on the work
by van Erp et al. [78]. The obstacle properties initially selected for the sonification are:

—Distance – Continuous, from 0.1 m (close) to 3 m (far). The lower threshold is needed to avoid
detecting the user, and the upper one doubles the range of the white cane, while preventing
far objects from causing cognitive overload;

—Position – Discrete (left, center, and right), with an obstacle classified as being on the right
if its leftmost part is at least 25 cm to the right of the median plane of the camera reference
system (analogous for left classification), in order to create an easily walkable 0.5 m corridor;

—Width – Discrete (narrow, wide), where narrow obstacles easily fit into the walkable corridor
(i.e., up to 35 cm), and large ones require a bigger trajectory correction;

—Height – Discrete (walkable, to circumvent), where obstacles up to 25 cm of height are walk-
able (the user can step over them, e.g., a sidewalk), and those above are to circumvent.

As a consequence of the two contrasting needs discussed above, we require our solution to be
used in the real world with bone-conducting headphones. These have the advantage of minimizing
invasiveness, since the ear canal is not occluded and thus the environment can be heard. At the
same time, they deliver stereo signals to the user, thus permitting to exploit additional spatial
auditory dimensions in the sonification (particularly, panning of the stereo signal), and to provide
more detailed information about obstacles.

3.2 Obstacle Detection

The obstacle detection module uses Apple’s ARKit framework3 to identify and localize the obsta-
cles in 3D with respect to the user. This framework exposes a number of high level computer vision
primitives that can be used to reconstruct the 3D structure of the surrounding environment from
the 2D images sourced from the device camera. In particular, it identifies a set of salient 3D feature
points, called point cloud, belonging to the objects and the environment, and it is able to detect
planes (walls, ground) from the co-planar points identified in the point cloud. The lower horizon-
tal plane is considered the ground plane on which the user is walking, while the other planes are
considered as obstacles, as shown in Figure 1(a).

Other obstacles, which are not detected as planes, are identified using the point cloud informa-
tion (see Figure 1(b)). The detection module first clusters feature points in each frame, based on

3https://developer.apple.com/arkit/.
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Fig. 1. Examples for the obstacle detection procedure.

their distance (a threshold of 0.5 m is used), to form candidate objects. Even if aggregated points
actually belong to distinct objects (like in Figure 1(c)), such objects have to be very close to each
other. Therefore, the user would not be able to walk between them, which makes it convenient
to recognize them as a single obstacle. Candidate objects that overlap across different frames (2
in our experimental setup), in a given temporal window (0.75 s in our setup), are considered valid
obstacles. The recognizer module identifies the most relevant obstacle among those detected in a
single temporal window. The system prioritizes frontal obstacles, and among these, the ones clos-
est to the user. Similarly, if only lateral obstacles are present, the closest one to the user is returned.
The most relevant obstacle is then sonified using the sonification engine.

3.3 Sonification Engine

Besides temporal granularity (see Section 3.1), sonification approaches can also be classified in
terms of their “level of abstraction” [47]: real-world sounds are at a symbolic level of abstraction,
whereas synthesized sounds are typically far from our experience and cannot be immediately as-
sociated with a symbolical meaning. In our case, the system should limit the overlap between
real-world sounds coming from the environment and the sonification added by WatchOut. This
led us to reject straightforward auditory icons for the detected obstacles, e.g., a bicycle ringing
bell to signal the presence of a bike. Instead, the base sound for the sonification was chosen to be a
sine wave coupled with a percussive initial transient (i.e., a filtered impulse sound), with the sine
wave decaying exponentially in about 1 second.4 This is perceived as a synthetic sound, since this
kind of timbre is rare in nature (some harmonics are always present in physical phenomena).

In order to improve the usability of the application in real-world conditions, two additional
sound processing steps were included:

4Examples for all sounds presented in this contribution are available https://watchoutobstacles.netlify.com/.
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Fig. 2. Block diagram of the sonification engine. Rectangular boxes are audio modules generating/modifying
sound; hexagons are controllers; solid lines represent audio data; dashed lines represent control signals.

—to signal the user that the sonification is active but no obstacles are in sight, an idle sound
was added: a quiet pink noise5 modulated by a 1second fade in and out, interleaved by 5
seconds of silence. This sound is replaced by the proper sonification when an obstacle is in
sight;

—since the sonification is going to be heard via bone-conducting headphones, we boost the
volume of the low pitched sound by 12 dB to compensate the frequency response of the
device.

Figure 2 shows a high-level block diagram of the sonification engine. Hexagons are both the
main properties extracted from the visual scene and synthesizer engine controllers. These are
connected by a matrix according to the desired mapping strategy. Audio modules (rectangles) can
generate (sinusoid, impulse, and pink noise) or modify (filter, panner, reverb, and volume envelope)
sound. Finally, signals are routed to the audio output thanks to adders and switches (circles and
diamonds).

The sonification engine implementation, used to create samples for online listening tests, was
created in Max.6 In the mobile obstacle detection app prototype, described in [62], the port of the
sonification engine was created with the AudioKit framework.7

5A broadband noise whose power is inversely proportional to the frequency, reminding the sound of a distant waterfall.
6https://cycling74.com/products/max.
7https://audiokit.io/.
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Fig. 3. SUS questions and scores for the system.

3.4 Usability Evaluation

The usability of the WatchOut mobile system was assessed in the real world through a user study.
Full details about the study are presented in our previous conference paper [62], while this section
summarizes it for the sake of completeness.

The study consisted of a series of navigation tasks on predefined outdoor paths. All paths shared
an overall length of around 500 m, on plain terrain, and included obstacles unknown to the par-
ticipant, such as curbs, traffic bollards, parked cars, walls on the side and architectural barriers).
The study was exclusively aimed at evaluating the participants’ opinion on the functionality and
usability of the system. Participants’ subjective feedback was collected through Likert-like scale
questions including System Usability Scale (SUS) questionnaire [14] (see Table 3(a)).

A total of 13 BVI participants (7 male and 6 female) was recruited. In a preliminary training
phase (lasting 5 minutes approximately), participants explored 4 predefined obstacles (a wall, a
traffic bollard, a person, and stairs of at least 3 steps), first being notified by the experimenter of
the obstacle type, and then exploring obstacles autonomously through the system. Afterwards, the
actual test was started on the predefined path. The experimenter followed participants, annotating
their performance and possibly aiding them in case of need. The test lasted until the end of the
path or for 15 minutes. After the test, participants filled in the final questionnaire, which included
SUS evaluation of the obstacle detection system, Likert-like scale questions measuring the partic-
ipants’ opinion on the sonification, and open ended questions addressing participants’ opinions
and suggestions.

Figure 3 reports the SUS scores collected from the participants. The average SUS score for all
the participants was 72.5±13.23, indicating a “Good” usability score [11]. Details on the statistical
analysis can be found in [62]. The participants’ observations unveiled important obstacle types,
possible reinforcement cues such as vibration feedback, and the user requirements with respect to
the interaction preferences with the system. While such results are not directly applicable to our
sonification feedback design, they point to the need of improving especially the hardware setup for
the recognition of specific obstacle types. For example, external cameras or phone holders could
be used to be able to view head level obstacles. Additionally, to support identification of obstacle
types, the detection algorithm will need to be improved, introducing object recognition capability.

4 USER-CENTERED SONIFICATION MAPPING DESIGN

We conducted a series of design iterations to define an effective sonification mapping between the
identified obstacle properties and auditory dimensions. In each iteration we defined an initial soni-
fication mapping proposal, designed using the sonification engine described in Section 3.3. The
proposed sonification was evaluated in a follow-up user study, conducted as a series of listening
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tests through an online survey. The identified limitations of the approach were then addressed in
the next iteration. In all the design iterations we followed the principle of basing mappings on
ecological metaphors, with the goal of maximizing intuitiveness and learnability. In this context,
the locution “ecological metaphor” is used to mean that the sonification is coherent with users’
real-world sensory and cognitive experience [15], so that variations of auditory dimensions are
consistent with those of physical parameters (e.g., obstacle horizontal position may be mapped
into left/right sound panning, with the amount of panning controlled by the lateralization of the
obstacle). In this section, we first outline the experimental setup common to all the design iter-
ations. Then, for each iteration, we report the mapping strategy adopted and the corresponding
experimental results.

4.1 Online Listening Tests Experimental Design

Online listening tests, created as a survey on LimeSurvey platform,8 were distributed through Ital-
ian BVI user groups and mailing lists. Any BVI person could participate, but only for one iteration,
to avoid possible learning effects. The tests were filled anonymously and included five parts.

(1) Introduction. The participants are provided information on our research and in particular,
on the study. If they are willing to participate, they are invited to use headphones in order to better
hear the proposed audio samples. When ready, the participants can initiate the survey.

(2) Demographic Questions. The second part collected demographic data including sex, age
(in ten year ranges from 18− 27 to 58+), visual impairment category (“low vision” or “blindness”),
and duration of the condition (since birth, <5years, 5 − 10years, >10years). We also collected self-
reported prior musical and mobile technology experience (low, medium, and high).

(3) Training. The training included one page for each sonified property (thus, four pages in
the first three iterations and three pages in the last one, as explained in the following). Each page
introduces a single dimension and allows the participant to listen to the possible variations of the
sound for that dimension (e.g., near/far for the frontal distance). A written description explained
how the considered audio dimension varies and specified the setting associated with each audio
sample. Each sample could be played through a link and replayed as much as desired. We highlight
that, even though the auditory dimension used to map the distance property is continuous, for
simplicity, during the training and the tests we considered only two distance settings: near and
far.

(4) Listening Tests. Then, the participants were presented with a number of testing samples
that simulated obstacles with different properties. The number of samples corresponded to all the
possible combinations of obstacle properties, and each sample was presented once. Each test was
presented on a separate page and included a link to the audio sample. Afterwards, a page with four
multiple choice questions was presented, one for each obstacle property, and the participants were
asked to select the correct ones. For each online listening test, we measured the accuracy for a

given property as the ratio of correctly categorized sounds by the participants for that property.
We also measured the global accuracy, that is the ratio of sounds correctly categorized for all four
properties. Since the goal was to assess the accuracy rate in identifying the obstacle properties, the
effect of order was deemed negligible, and the samples were presented in a fixed order.

(5) User Preferences and Opinions. A final set of questions was included to collect the par-
ticipants’ subjective feedback on the considered sonification mapping. In particular, we asked the

8https://www.limesurvey.org.
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Table 3. Mapping between Obstacle Properties and Auditory Dimensions
in the Four Iterations

Iteration Distance Horiz. position Width Height

1 intermittence panning pitch timbre

2 intermittence panning polyphony pitch

3 intermittence panning reverberation pitch

4 intermittence panning - pitch

participants to evaluate the comprehensibility and the unpleasantness of the presented sonifi-
cation mappings, on a 1–5 Likert-like scale. Additional open-ended questions were also recorded
to allow the participants to provide a motivation for the submitted scores, as well as to report
further comments and suggestions.

4.2 First Iteration

4.2.1 Design. The sonification mappings between obstacle properties and different auditory
dimensions are summarized in Table 3 for all iterations. For the first iteration, we used a temporal
auditory dimension to sonify distance. Specifically, we employed the rate of intermittence of the
sound, associating high/low-repetition rate to near/far obstacles, respectively.

This kind of sonification, that intuitively recalls the sound pulses emitted by sonar-like sen-
sors, is easily recognizable, thanks to its widespread use in vehicles. However, we note that, while
this technique recalls car parking sonification, the proposed sonification mapping as a whole can-
not simply be reduced to such a metaphor, since it is designed to convey also other dimensions
concurrently.

In the proposed configuration, the base sound intermittence rate is set to vary linearly, between
50 pulses per minute (ppm) for far obstacles, up to 280 ppm for close ones.

In order to represent the horizontal position of the obstacle in the field of view, we adopted a
spatial auditory dimension, i.e., panning. In case the obstacle is on the left or on the right side
with respect to the user’s orientation, the base sound is played only on the corresponding channel.
Instead, for the obstacle in the center position (in front of the user), the sound is played in both
channels. Once again, the mapping is intuitive, as it is an exaggeration of the physical behavior of
the obstacle under the hypothesis that it is the sound source.

The width of the obstacle is associated with sound pitch. A low pitch (a C4 note) corresponds
to a large obstacle, whereas a high pitch (a C6 note) corresponds to a narrow object. The under-
lying metaphor is that larger objects typically produce lower sounds (think of a violin vs. double
bass timbre, or small vs. large dog barking). An interval of two octaves was selected to make the
difference in pitch clearly distinguishable also to non-musicians (i.e., more than the average pitch
difference between male and female voices), and to avoid peculiar musical intervals, which could
introduce unpredictable affective reactions.

Finally, the height of the obstacle was mapped to a timbral auditory dimension, i.e., the cut-off
frequency of a band-pass resonant filter applied to the percussive layer of the base sound. Specifi-
cally, a cut-off frequency of 130Hz was used for walkable obstacles, while those to be circumvented
were mapped to a cut-off frequency of 6 kHz. This choice was made because high frequencies are
generally considered more alarming than low ones.

4.2.2 Evaluation. For the listening test we recruited 22 participants. The aggregated demo-
graphic information on the participants for all four iterations is reported in Table 4. Detailed list
of participants is reported in Appendix A.
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Table 4. Aggregated Demographic
Information of Participants

Iteration 1 2 3 4 Tot.

# of participants 22 9 12 18 61
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S
e
x F 8 5 5 10 28

M 14 4 7 8 33

A
g

e
18–27 8 4 6 8 26
28–37 4 2 4 2 12
38–47 3 1 1 7 12
48–57 5 2 1 1 9

58+ 2 0 0 0 2
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t
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y

p
e Blind 14 5 10 12 41

Low vision 8 4 2 6 20
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t

Birth 11 6 3 8 28
>10y 4 2 2 1 9

5–10y 4 1 2 3 10
<5y 3 0 5 6 14

E
x

p
e
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c Low 10 1 5 7 23

Medium 8 5 5 6 24
High 4 3 2 5 14

M
o

b
il

e Low 1 1 3 5 10
Medium 6 4 5 6 21

High 15 4 4 7 30

Fig. 4. Global accuracy across the four iterations.

The global accuracy for the first listening test (see Figure 4) was 0.35± 0.19.9 In order to interpret
this low global accuracy score, we consider the accuracy scores for single properties, shown in
Figure 5(a). The analysis reveals that height and width properties scored much lower ,accuracies
(0.65 ± 0.12 and 0.64 ± 0.09, respectively) compared with distance and position (0.92 ± 0.05 and
0.92 ± 0.04, respectively).

This was also reflected in responses to the final set of questions (see Figure 6). Participants on
average selected 3.00 ± 1.0410 for the comprehensibility and 1.50 ± 1.00 for the sound unpleas-
antness. While the scores were overall positive, 7 participants reported problems in correctly

9We use mean±standard deviation notation.
10For Likert-like scores, reporting mean is suggested in prior work [42]. Thus, we continue using the same notation9.
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Fig. 5. Accuracy of the four obstacle properties in the four iterations.

Fig. 6. Subjective feedback on comprehensibility and unpleasantness across iterations.

understanding width and height properties, and, in particular, one participant reported that the
sound pitch feels more natural for representing the obstacle height property.

Considering the participants’ demographics, we tested for the effect of age, visual condition,
onset and music expertise on the accuracy score. We notice that age influences the accuracy score
for the width and height properties. Specifically, participants under 38 years of age (N = 1211) had
significantly lower (0.56±0.14) accuracy scores for width property compared with others (N = 10,
0.71 ± 0.20), measured using Mann–Whitney U test with Bonferroni correction12 [80] (U = 57.0,
p < 0.05/4). Conversely, participants who were 38 and above (N = 10) had significantly lower

11
N denotes the number of participants in the group, not datapoints (which is defined as N * number of trials).

12We report significance level as α /m where α is the goal significance level and m is the number of multiple comparisons.
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(0.51± 0.18) height property accuracy scores (U = 19.0, p < 0.01/4) compared with others (N = 13,
0.76± 0.13). Low vision participants (N = 4) had lower accuracy scores for all 4 properties (width:
0.56 ± 0.14, height: 0.58 ± 0.19, distance: 0.80 ± 0.20, position: 0.84 ± 0.15) compared with blind
participants (width: 0.64 ± 0.10, height: 0.66 ± 0.12, distance: 0.95 ± 0.05, position: 0.93 ± 0.05),
but none resulted statistically significant. Considering the musical expertise, participants with
“High” level of expertise (N = 15) had consistently higher accuracy scores for width (0.84 ± 0.26),
distance (1.0 ± 0.0) and position (0.93 ± 0.12) properties, compared with the other participants
(width: 0.59 ± 0.06, U = 30.5, p < 0.01/4; distance: 0.91 ± 0.06, U = 16.0, p < 0.01/4; position:
0.92 ± 0.03, U = 80.0, p < 0.05/4, N = 7).

4.3 Second Iteration

4.3.1 Design. In the first iteration, the recognition of the height and width properties was sub-
ject to lower accuracy than the two remaining dimensions, and it was variable across demographic
groups (age and disability). We argue that the relatively low recognition rates for height and width

may be attributed to the employed metaphors, which generate some confusion. In particular, pitch
is known to be intuitively associated with height, and this kind of association seems innate at least
in Western culture [9], whereas in the first iteration pitch was instead associated with obstacle
width. In addition, results showed that recognition is better, and variability is reduced for subjects
with musical expertise, which suggests that musical skills improve recognition. In particular, the
employed auditory dimension for sonifying height (cut-off frequency of a resonant band-pass fil-
ter) may be too subtle for the general populace which cannot be expected to possess the timbral
awareness exhibited by musically trained subjects.

In light of the above considerations, we conducted a second iteration of the sonification design
using pitch to sonify height, with low pitch (C4) associated with a walkable obstacle and the high
one (C6) to the obstacles that must be circumvented. As for width, the choice fell on polyphony (a
higher-level musical feature). In particular, a single-pitch was associated with a narrow obstacle,
while a three-note chord (i.e., a cluster) with wider obstacles. The chosen chord is realized by adding
two notes that are 2 and 4 semitones higher than the fundamental (i.e., C-D-E). The compactness
of the chord retains the clear distinction between high and low pitch, and the strong difference
between a single note and a cluster should be perceivable also to non-musicians.

The filter of the percussive layer is then set to a first order low-pass filter with a cut-off fre-
quency of 130Hz. Even if it is no longer modulated by obstacle properties, we decided to keep the
percussive layer, since it helps in the perception of panning, and overlapping repetitions of the
base sound for close obstacles.

4.3.2 Evaluation. For the second test, we collected 9 answers from BVI people (see Table 4).
In this case the global accuracy (see Figure 4) was 0.5 ± 0.09, and a significant improvement was
noticed for all four individual properties (see Figure 5(b)): for height it improved to 0.70 ± 0.30 (U
= 82.0, p < 0.05), for distance to 0.99 ± 0.03 (U = 27.0, p < 0.01), for width to 0.74 ± 0.25 (U = 71.0,
p < 0.05), and for position to 0.99 ± 0.04 (U = 24.0, p < 0.01).

We believe that, with the improved understanding of the height and width obstacle properties,
other properties were also easier to disambiguate, and therefore yielded better accuracy scores.
However, in the case of the second iteration, this improvement came at the cost of an increase
in the unpleasantness score (see Figure 6) reported by the participants (2.88 ± 1.05). Indeed, the
unpleasantness score in the case of second iteration was significantly higher than in iteration 1 (p
< 0.01) and iteration 4 (p < 0.05), as computed using Kruskal–Wallis test (χ 2: 8.58, p < 0.05) with
Dunn post-hoc test. Instead, the perceived comprehensibility of sounds remained substantially the
same (3.22 ± 1.09).
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We also notice that the variability between different demographic groups, highlighted in the
results of the first listening test, tend to disappear with improved overall accuracy. Indeed, with
respect to the first test, considering participants’ age, we notice improved results in the width
score accuracy (0.73 ± 0.26, U = 79.0, p < 0.05) for participants under 38 (N = 6), and also in
the height score accuracy for participants who were 38 and over (0.77 ± 0.35, U = 59.0, p < 0.01,
N = 3). However, no significant differences were found between those groups in the second test.
Similarly, no differences were found between low-vision and blind participants, as well as those
with different musical expertise levels.

4.4 Third Iteration

4.4.1 Design. Despite the improvements, the experimental results in the second iteration still
shows a relatively low accuracy in height and width recognition. This can be due to the use of
polyphony (chords) as an auditory dimension for width. As a matter of fact, this may interfere
with the perception of pitch (associated with height), especially for non-musicians, even though
we specifically designed a compact cluster to avoid that. Additionally, since from an auditory stand-
point polyphony was the only new dimension introduced in the second iteration with respect to
the first one, it can be deduced that this dimension is the main responsible for the lowering in the
pleasantness scores.

Based on these considerations, we changed the sonification strategy for width, and we adopted
an ecological rather than a musical metaphor. Specifically, we adopted a spatial auditory dimen-
sion: reverberation. Wide obstacles are associated with a reverberated sound, while narrow ones
are associated with a dry, non reverberated sound. The working hypothesis was that it should be
intuitive to associate size with reverberation, since in an everyday listening context this is a phe-
nomenon strictly connected to both environment size and object size (i.e., larger objects generate
more acoustic reflections than smaller objects with the same surface properties).

The reverb block in the sonification engine (see Figure 2) was implemented using a so-called
“perceptual” synthetic reverberation algorithm [77], which synthesizes early reflections through
four delay lines, and the late reverberation tail through a feedback delay network with 16 chan-
nels [86, Channel 5]. This results in a perceptually convincing reverberation effect at low compu-
tational costs.

The reverberation time was set to 1 second, which roughly corresponds to that of a medium-
sized conference room, or a small theater. Such a value should make the reverberation clearly
audible, but at the same time not too invasive.

4.4.2 Evaluation. The test for the third iteration involved 12 BVI participants (see Table 4). The
accuracy scores for single properties are shown in Figure 5(c). Even if the average accuracy for
height is not significantly different from the previous iteration, its standard deviation dropped
considerably (0.78 ± 0.13). Moreover, the average accuracy for width increased, together with a
minor reduction of its standard deviation: 0.91 ± 0.08 (U = 84.0, p < 0.5). Taken together, these
results produced the best overall accuracy yet (0.71 ± 0.19), as shown in Figure 4.

Despite an increase in perceived comprehensibility (3.25± 1.29) and a reduction in the unpleas-
antness score (2.00±0.85), these results were not significantly different with respect to the previous
iterations (see Figure 6). The reverberation effect was also reported as hard to understand by one
participant, while another still reported that height and width were easily confused.

The new sonification strategy reintroduced some small but significant variability across differ-
ent categories of people that we observed in the first iteration but not in the second. In particular,
height is better recognized by people over 28 (0.81 ± 0.40, N = 6 v.s. 0.78 ± 0.13, N = 6; U = 54.50,
p < .01), people with late insurgence of visual impairment (0.75±0.14, N = 7 v.s. 0.85±0.21, N = 5;
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U = 71.00, p < .05), and those that are musically skilled (0.68 ± 0.20, N = 7 v.s. 0.86 ± 0.12, N = 5;
U = 37.00, p < .001). Similarly, width is better recognized by technologically skilled people
(0.89 ± 0.11, N = 4 v.s. 0.96 ± 0.11, N = 8; U = 81.00, p < .05).

Interestingly, when looking at this inter-group variability, it can be noticed that the recogni-
tion of height was the most affected, even if the changes with respect to the previous iteration
regarded the sonification of width only. This result supports our conjecture that the previous soni-
fication for width might interfere with the recognition of height and suggests the existence of some
form of perceptual or cognitive relationship between these two parameters, which deserves further
attention.

4.5 Fourth Iteration

4.5.1 Design. Although the third iteration provided significant improvements over the initial
sonification design, we wanted to explore a drastically different direction aimed at evaluating the
effect of cognitive load on the overall recognition accuracy and on the sonification pleasantness.
Specifically, we decided to reduce the number of sonified dimensions from four to three.

After discussing the topic among the designers and with blind individuals, we decided to drop
the width dimension, which is considered less relevant than the others. Indeed, distance and po-

sition provide crucial information to avoid obstacles and hence cannot be dropped. Also, height

can provide information on the most unexpected (and dangerous) obstacles for BVI individuals
i.e., hanging obstacles, which cannot be perceived with the white cane [10]. While width is still
considered important, it can be considered less important than the others also because it actually
helps avoiding the obstacle when it is not-walkable and in front of the user; however, in this case a
wide object (e.g., a wall) can often be perceived with echolocation. Note that similar considerations
led van Erp et al. [78] to consider these very same dimensions (position, distance, and height) for
vibrotactile obstacle detection display. As a consequence, the employed sounds were the same as
in the third iteration, with the exclusion of reverberated ones.

4.5.2 Evaluation. For the evaluation we recruited 18 BVI participants (see Table 4). The reduc-
tion of the sonified dimensions and of the cognitive load resulted in a very high overall accuracy
(0.96 ± 0.09). With regard to individual dimensions (see Figure 5(d)), the height score improved
considerably with respect to the previous iteration, reaching its maximum across all iterations
(0.78 ± 0.13 in iteration 3, 0.99 ± 0.02 in iteration 4; U = 4.50, p < .001). Statistically significant
differences were not found for other dimensions.

The perceived comprehensibility was the highest (4.06 ± 1.11) among all the iterations (p <
0.01), as computed using Kruskal-Wallis test (χ 2 : 41.79, p < 0.05) with Dunn post-hoc test. The
unpleasantness score in iteration 4 dropped to 1.72 ± 0.89, placing this iteration close to the first
(and most pleasant) one.

Finally, inter-group variability dropped. The only significant inter-group difference was found
in distance recognition, in favor of people with low vision (1.00 ± 0.00, N = 6 v.s. 0.95 ± 0.05,
N = 12; U = 16.00, p < .05).

5 DISCUSSION

The data from the sonification design iteration studies and the real-world experiment help us to
better understand how sonification can be used to convey obstacle properties in the context of an
obstacle avoidance system. In particular, here we discuss how the amount of the considered ob-
stacle properties and their mapping onto different auditory dimensions influence the participants’
ability to concurrently discern different obstacle properties, and their subjective perception of the
sonification approach.
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5.1 Discernibility of Obstacle Properties

Our initial design of the sonification interaction considered four properties that were deemed most
useful for the obstacle avoidance task: distance, position, width, and height. We conducted multi-
ple design iterations aimed towards selecting ecologically valid, intuitive, and easy to distinguish
auditory dimensions that could be used to convey these properties. This task proved to be quite
complex. Indeed, during the first iteration, the width and height obstacle properties, associated
with sound pitch and timbre, respectively, were easily confused by the participants. We hypoth-
esized that there were two causes for this issue: (1) the association of sound pitch to the width
obstacle property because this dimension is commonly linked to height, and (2) the documented
interaction between the pitch and the timbre property [41], which resulted in them being harder
to understand for those with lower musical expertise.

In the second iteration we remapped sound pitch to the height dimension and adopted
polyphony as the auditory dimension to define width. With this change, an overall improvement
in accuracy was noticed for all four considered dimensions. This was unexpected, as we did not
change the mapping of distance and position dimensions. We believe that an improvement in the
understandability for width and height also influenced the global understanding of the sonification.
Nonetheless width and height were still performing worse than distance and position, and a de-
crease in the perceived pleasantness of the interaction technique was also noticed. We speculated
that the usage of polyphony resulted in a higher mental workload, in particular for non-musicians,
and that it could still lead to confusion with respect to the pitch dimension.

In the third iteration we therefore substituted polyphony with reverb for the width property
since this auditory dimension is commonly associated with larger objects. Again, an overall im-
provement was detected, in particular for the width dimension, but the comprehension of all the
four obstacle properties was still lower than we expected. Based on the results of the three it-
erations, we concluded that the considered dimensions might be too numerous for a clear and
concurrent understanding.

Thus, in the fourth iteration we reduced the sonified dimensions to three: distance, position,
and height. Indeed, this led to an almost perfect recognition of the remaining properties during
the follow-up study. This finding may indicate that for sonification tasks that require reliable un-
derstanding of multiple concurrent dimensions, there is a limit to the number of auditory dimen-
sions that can be discerned with a short training. A possible explanation for this fact, supported
by prior literature [7], is that changes in some of the auditory dimensions are harder to distin-
guish, and therefore selecting multiple properties that are easy to discern becomes harder when
the dimensions to sonify are many. This finding will be useful for researchers and practitioners
designing sonification interaction techniques requiring multiple properties to be conveyed at the
same time.

5.2 Subjective Perception of the Sonification Designs

Throughout the iterative sonification design process, we noticed that the participants’ overall per-
ception of the sound comprehensibility appeared to vary in agreement with the measured global
accuracy of the sonification. We were not able to test this correlation for statistical significance,
due to the small sample size. Nonetheless, we highlight that both metrics display an increasing
trend across the iterations, as shown in Figures 4 and 6(a). This may indicate that the users are
able to perceive how well they are capable of following the proposed sonification mapping. Thus,
even without an objective measurement of the accuracy, participants’ subjective perception could
be used to estimate the effectiveness of the sonification. A result of this finding could be a quicker
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turnaround of the sonification design iterations, without the need to compute the accuracy metrics
at every iteration.

Instead, the changes in the unpleasantness score varied based on the considered auditory di-
mensions and did not seem to impact the accuracy considering global results. However, it seemed
to correlate to the high variance in the accuracy of specific metrics, in this case height and width.
In particular, the sound mapping presented in the second iteration was considered to be more un-
pleasant with respect to all others, and this difference was statistically significant with respect to
the first and the last iterations. Indeed, we argue that the increased unpleasantness in the second
iteration is mainly due to the sonification of width, and specifically to the use of musical clusters
to sonify large obstacles. While this approach proved to be effective and informative for most of
the participants, the employed clusters are highly dissonant, being composed of three contiguous
tones, which was found to be unpleasant and impacted the accuracy for others.

5.3 Results Generalizability

While the driving motivation for our research is to find an effective sonification technique for a
specific application (i.e., obstacle detection), we argue that our results can be generalized along
with different directions.

First, our results show that, with a short training, the sonification of four dimensions (i.e., ob-
stacle properties) has a global accuracy of at most 0.71 (in the third iteration), while reducing the
dimensions to 3, the global accuracy is almost perfect (0.96). This is partially in line with exiting
results in the literature. As an example, Schuett et al. [69] show that the recognition accuracy
decreases when the number of dimensions changes from 3 to 5. We cannot directly compare the
results presented in our article from those obtained by Schuett et al., because the experimental
setup is different. However, we can observe that with three dimensions we obtained an almost
perfect accuracy (this is not the case in the article by Schuett et al.) and that the drop in accuracy
from adding a single dimension is drastic, while Schuett et al. observed a moderate decrease in
accuracy when adding two dimensions. So, our results confirm those presented by Schuett et al
and further show that even adding a single dimension could have a strong negative impact on the
understanding of the sonified quantities. This suggests that there might be a threshold limit in the
number of concurrent dimensions that can be accurately conveyed to the users, in absence of a
longer training.

A second possible generalization of our results concerns the application of the designed sonifi-
cations within different assistive technologies. A number of assistive technologies based on aug-
mented reality interaction have been proposed in the last years, including some aimed at people
with visual impairments [5, 50]. These applications might require conveying multiple spatial rela-
tions concurrently (e.g., the position and the distance of an object with respect to the user) through
sonification. In such cases, our contribution could provide a solution to sonify three or four dimen-
sions at a time. If needed, by adding a suitable training stage to the procedure, possibly more
dimensions could be considered.

Another aspect of our contribution that can be generalized, beyond the specific application, is
the employed research methodology. We adopted an instance of the user-centric design approach
in which we can easily perform fast-paced design iterations of sonification mappings and test
them through online surveys. This approach is practical and convenient, especially when involving
participants with disabilities, who may have difficulties to attend to user studies in distant and
unfamiliar places. With this approach, our results show that we have been able to incrementally
improve the recognition accuracy of obstacle characteristics over four iterations, hence showing
that the methodology is indeed effective.
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5.4 Limitations

5.4.1 Online Survey Usage. While the usage of a web-based survey has numerous benefits, as
outlined above, it also exposes the study to possible limitations due to the lack of control over the
participant pool. Due to this we were not able to guarantee the demographic consistency between
the participants for each survey, which might introduce some additional variance in the obtained
results. Additionally, through an online form, it is difficult to obtain very detailed information
on the participants, and it is not possible to ask further clarifications. Thus, our knowledge of
the participants is not exhaustive. For the same reason we also were limited in the capability to
collect user feedback besides the one provided spontaneously in the open comments. Indeed, for
the second and the fourth iterations we had no comments provided by the participants.

Finally, it is also impossible to observe the participants during the study. This impacts the study
for two reasons. First, direct observation is a valuable source of information (e.g., non verbal
feedback) for researchers and it was not accessible with our methodology. Second, we cannot
be sure that the participants performed the study seriously or read everything with attention.
For example, Participant 1.15 (see Appendix A) reported that he did not listen to all sounds dur-
ing the training. This participant had scores consistent with others. Thus, we wonder how many
others did not follow the procedure perfectly, and how that impacted the results of our investi-
gation. Similarly we cannot exclude the presence of errors with the web survey or participants’
computers.

5.4.2 Validity of the Proposed Sonifications. The proposed sonification mappings explore only
some of the possible combinations in this very ample design space. We were driven by a sound
scientific approach, using ecologically valid associations between obstacle properties and auditory
dimensions, based on prior literature [9, 15] and our experience as researchers in the field. However,
we cannot exclude that other mappings could have yielded better results. In particular, we are
not able to factor out that what we consider as ecologically valid sonification mappings could be
perceived in a different way by the participants. While the improvement in the results across the
iterations suggests that our approach should be valid, the persistently low scores for height and
width obstacle properties, in the iterations with 4 sonified dimensions, may hint otherwise. Thus,
in future we will explore the feasibility of radically different sonification mappings, possibly using
auditory dimensions selected in a different way, for example based on a prior investigation with
end users.

Another possible limitation is that our user pool was recruited from one single source. Indeed,
all of our participants are Italian. In particular, many of them are members of Italian associations
of BVI people. This suggest that they might share demographic characteristics that could be influ-
ential to their perception of the auditory dimensions and therefore might influence the obtained
scores. We believe that the scores would be similar in most European countries, but we cannot
exclude that the generalizability of our claims might be limited in other parts of the world, for
example low income settings.

6 CONCLUSIONS AND FUTURE WORK

6.1 Conclusions

This article presents WatchOut, a sonification technique aimed at conveying obstacles information
to BVI users in real time. After an initial usability study of the approach in the real world, which
highlighted that mobile-driven obstacle detection is indeed a feasible and appreciated function-
ality, we polished and refined the sonification mapping used, throughout four design iterations
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conducted using an online survey. The resulting technique was shown to be capable of conveying
multiple obstacle properties concurrently.

From the start we were able to convey distance and position obstacle properties with almost
perfect accuracy, due to an effective mapping of these properties to ecologically corresponding
auditory dimensions. These mappings were therefore preserved during all the four iterations. For
width and height obstacle properties, however, we had much harder time in identifying suitable
sonification mappings to appropriate sound dimensions. For height, we believe that pitch, which is
commonly associated with this property, is an adequate and ecologically valid representation. For
width, the reverberation dimension yielded the best results, reaching a global accuracy of about
0.71.

However, for safety-critical applications, such as obstacle detection, the obtained results can
still be considered insufficient. Thus, we ultimately proposed a sonification design that sacrifices
one obstacle property but achieves near-perfect global accuracy (0.96). This may indicate that an
overall reduction in the number of the sonified dimensions makes it easier to distinguish different
obstacle characteristics. An alternative hypothesis is that the interaction between the height and
width sonification mappings was responsible for the lower score and therefore an improvement is
possible if a better mapping of these dimensions is found.

6.2 Future Work

As future work we will further explore these two possible directions. On one hand, we will progress
in our investigation of the possible sonification mappings, striving to identify better ecologically
associations. On the other hand, we will analyze how the accuracy in concurrently discerning mul-
tiple obstacle properties varies by modulating the numerosity of the sonified auditory dimensions.
Furthermore, we will study how the defined approach and the resulting sonifications can gener-
alize to other applications, both in the field of assistive technologies for BVI people, and more in
general for non-visual human–computer interaction.

In the future we also intend to further investigate the mobile system as well as the recognition
module, improving the accuracy and robustness of the prototype we used in this contribution to
test WatchOut in the real world. These tests will be conducted with a larger number of participants
and in different scenarios in order to thoroughly validate the implemented system. For this test,
in addition to the familiarity with the area, the musical and mobile technology expertise, we will
also evaluate the impact of the independent travel expertise of the participants.

For the obstacle detection mobile application, several ideas for future work also emerged from
the comments provided by the participants. In particular, they suggested to render our approach
multi-modal by adding vibration feedback and possibly verbal cues, such as names of specific
obstacles. Another proposal is to allow the users to personalize the interaction and the sounds used.
Finally, we were suggested to tackle the problem of head level obstacles, which are recognized as
a common danger for people with BVI during mobility [48].
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APPENDIX

A PARTICIPANTS DEMOGRAPHIC INFORMATION

Table 5. Participants’ Demographic Information for the First Iteration

ID Sex Age
Visual Impairment Experience

Condition Since Music Mobile

1,1 F 38–47 Blind <5 High High

1,2 M 28–37 Blind Birth Med. High

1,3 F 28–37 Blind <5 Low Med.

1,4 M 18–27 Blind Birth Med. High

1,5 M 28–37 Blind 5–10 Low High

1,6 F 18–27 Blind Birth Low Med.

1,7 F 48–57 Blind 5–10 Low Low

1,8 M 18–27 Blind Birth Low High

1,9 M 18–27 Blind Birth Low High

1,10 F 28–37 Blind Birth High High

1,11 M 48–57 Blind >10 Med. High

1,12 F 18–27 Blind Birth Med. High

1,13 M 48–57 Blind <5 Med. Med.

1,14 M 18–27 Blind Birth High High

1,15 M >58 Blind >10 Med. Med.

1,16 M 48–57 Blind 5–10 Med. High

1,17 M >58 Blind Birth Low High

1,18 F 38–47 Low vision >10 Low High

1,19 M 48–57 Blind Birth High High

1,20 M 18–27 Low vision >10 Low Med.

1,21 F 18–27 Low vision 5–10 Med. High

1,22 M 38–47 Low vision Birth Low Med.

Table 6. Participants’ Demographic Information for the Second Iteration

ID Sex Age
Visual Impairment Experience

Condition Since Music Mobile

2,1 M 18–27 Blind Birth Med. Med.

2,2 F 38–47 Low vision >10 High Med.

2,3 M 48–57 Blind Birth High High

2,4 F 18–27 Blind Birth High High

2,5 F 18–27 Low vision Birth Med. High

2,6 F 28–37 Low vision 5–10 Med. Med.

2,7 F 18–27 Low vision >10 Low Med.

2,8 M 28–37 Blind Birth Med. High

2,9 M 48–57 Blind Birth Med. Low
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Table 7. Participants’ Demographic Information for the Third Iteration

ID Sex Age
Visual Impairment Experience

Condition Since Music Mobile

3,1 M 28–37 Blind Birth Low Med.

3,2 F 18–27 Blind <5 High Med.

3,3 F 28–37 Blind >10 Med. High

3,4 M 18–27 Blind <5 Low Low

3,5 M 18–27 Low vision 5–10 Low Med.

3,6 F 48–57 Blind Birth Med. Med.

3,7 M 28–37 Blind >10 Low High

3,8 M 18–27 Blind <5 Med. Med.

3,9 F 38–47 Blind <5 Med. High

3,10 M 18–27 Blind 5–10 Med. Low

3,11 F 18–27 Low vision Birth High High

3,12 M 28–37 Blind <5 Low Low

Table 8. Participants’ Demographic Information for the Fourth Iteration

ID Sex Age
Visual Impairment Experience

Condition Since Music Mobile

4,1 F 18–27 Blind Birth Low Med.

4,2 F 38–47 Blind <5 Med. Med.

4,3 M 28–37 Blind Birth High High

4,4 F 38–47 Low vision Birth Med. Low

4,5 F 18–27 Low vision Birth High High

4,6 M 48–57 Blind Birth Med. Med.

4,7 M 18–27 Blind 5–10 Low Med.

4,8 M 38–47 Blind <5 Low Low

4,9 M 38–47 Blind 5–10 Med. Low

4,10 M 18–27 Low vision 5–10 Low Low

4,11 F 38–47 Blind <5 Med. High

4,12 M 18–27 Low vision <5 High High

4,13 F 38–47 Blind >10 Low Low

4,14 F 18–27 Low vision <5 High High

4,15 F 38–47 Blind <5 Med. Med.

4,16 F 28–37 Blind Birth Low Med.

4,17 F 18–27 Blind Birth High High

4,18 M 18–27 Low vision Birth Low High
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