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Abstract: This work presents a procedure for the estimation
of a two-mass vocal fold model starting from a time-varying
target flow signal. The model is specified by a large number of
physical parameters, computed as functions of four articuh-
tory parameters (three laryngeal muscle activations and sb-
glottal pressure). Flow waveforms synthesized by the model
are characterized by means of a set of typical voice source
quantification acoustic parameters. Given a sequences ofrta
get acoustic parameters, dynamic programming techniques
and interpolation based on Radial Basis Function Networks
are used to derive sequences of articulatory parameters tha
lead to resynthesis of the target signal.
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I. INTRODUCTION

(three activation levels of laryngeal muscles and subajlott
pressure) [4]. Glottal flow waveforms synthesized by the
model are characterized by means of a set of acoustic
parameters: fundamental frequerigy, open quotienOQ,
speed quotien8Q, return quotienRQ, normalized ampli-
tude quotientNAQ [5], etc., that are used in the literature
as typical voice source quantification parameters [6].
Therefore there are three related but distinct spaces of
parameters: articulatory, physical, and acoustic pararset
This work deals with the problem of mapping acoustic
into articulatory parameters. We tackle the problem by
characterizing temporal frames of glottal flow signals via
sequences of acoustic parameters, and by developing a
methodology to derive the corresponding sequences of
articulatory parameters using dynamic programming tech-
niques. The procedure is further improved by using Radial

One open problem in research on low-dimensional vocal Basis Function Networks (RBFN) to interpolate points
fold physical models is the relationship between parame-in the articulatory space. Results show that the physical
ters of the models and acoustic parameters related to voicenodel controlled via the estimated parameters is able to
quality. A recent work [1] studied the sensitivity of acdast  resynthesize target flow signal with good accuracy.
flow parameters to variation of physical parameters in a  Section Il describes the physical model used in this work
two-mass model, and provided indications of the “actions” while Sec. Ill details the techniques used to estimate the
that the model employs to target different voice qualities. model starting from a target time-varying flow signal. Re-
However low-level parameters (masses, spring stiffnessessults, as well as and current limitations and shortcomings
etc.) are not independently controlled by a speaker: moreof the proposed approach, are discussed in Sec. IV
physiologically motivated control spaces are needed. A
related issue is the “inverse problem”, i.e. the problem of
estimating the time-varying control parameters to be used The analysis developed in the next sections is based on
as input to the physical model in order to resynthesize aa two-mass model presented in [3] and depicted in Fig. 1.
target acoustic signal. This involves inversion of a non- The model assumes in particular one-dimensional, quasi-
linear dynamical system with a large number of parame- stationary, frictionless and incompressible flow from the
ters. Moreover the solution is in principle non-unique. A subglottal region up to a time-varyinggparation point
possible solution to the non-uniqueness problem is working z; along the glottis, where flow separation and free jet
on temporal sequences of acoustic frames and estimatingormation occurs. No pressure recovery is assumed at the
articulatory parameters through minimization of some cost glottal exit. The separation point, is predicted in [3] to
function that includes an “articulatory effort” component occur when the glottal aregz) exceeds the minimum area
This approach has been applied in [2] to the solution of by a given amountl()—20%). By introducing eseparation
the inverse problem for an articulatory vocal tract model. constant s (in the rangel.1 —1.2), separation occurs when
This paper presents a procedure for the estimation of athe glottal area takes the valug = min(sa;, a2).
two-mass vocal fold model [3] starting from time-varying The vocal tract is modeled as an inertive load. In the
acoustic parameters of a target flow signal. The model islimit of fundamental frequencies much lower than the first
specified by a large number of low-level physical parame- formant frequency the air column acts approximately as a
ters. An additional modeling layer computes these physical mass that is accelerated as a unit, and the vocal tract input
parameters as functions of four articulatory parameterspressure can be written as(t) = Ru(t) + Iu(t), where

Il. THE PHYSICAL MODEL
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Fig. 1. Right: schematic diagram of the vocal fold, trachead

Fig. 2. Distribution of i rameters in the dir k.
supraglottal vocal tract; left: two-mass vocal fold model. 9 stribution of acoustic parameters in the direoleizoo

R, 1 are the input resistance and inertance, respectively. The direct codebook used in this work has been derived

Values for R, I are chosen from [7]. Being a first-order ©n & grid wher&icr andar 4 vary in the range =1 with
system, this model does not account for resonances of thé fixed step 0D.05, while the range for ¢ is 0.25+0.5
vocal tract, however it describes with sufficient accurasy i With a fixed step 0f0.025 (because sustained phonation
most relevant effects on vocal fold oscillation, in partigu ~ ©Nly occurs within this region), ang, varies in the range
the lowering of the oscillation threshold pressure [7]. 500 =+ 1500 Pa with a fixed step 050 Pa. The resulting
Low-level physical parameters (masses, spring stiff- cpdgboqk contain86125 vector pa|rs..F|g. 2 shows lthe
nesses, etc.) are not independently controlled by a spceakerd!smb”t'on of the 7 computed acoustic parameters in the
more physiologically motivated control spaces are needed,direct codebook.
which requires to establish a mapping between physiology , ) ,
(muscle activations) and physics (parameters of the two-B- Codebook inversion and dynamic codebook access
mass model). A set of empirical rules, derived from [8],  In order to solve the inverse problem, the direct code-
was used in [4] for controlling a two-mass physical model. book has to be inverted to obtain theverse codebook.
The rules link vocal fold geometry to activation levels of This however suffers from a non-uniqueness problem,
three muscles: cricothyroidutr), thyroarytenoid ¢ra) i.e. an acoustic vector can be the key to onenmre
and lateral cricoarytenoidi¢,c). These levels are assumed articulatory vectors. We tackle the problem by working
to be normalized in th@()7 1] range. In addition, in this on temporalsequences of acoustic vectors, rather than on
paper we also consider the subglottal presspre In a single vector. These may be obtained e.g. by analyzing a
conclusion, the physical model is completely controlled by time-varying glottal flow signal on a frame-by-frame basis.
the set of fourrticulatory parameters acr, ara, arc, ps- Given a sequence of acoustic vectofswe want to obtain
an “optimal” sequence of articulatory vectorg in the
inverse codebook: as already explainggl,is in principle
A. An articulatory codebook associated with many candidate vectofsbecause of the
The first step of the estimation procedure is to define non-uniqueness problem. In particular we perform a search
and populate alirect codebook, in which every vector of  in the acoustic space of the inverse codebook to find the
articulatory parameterscr, ara, arc, ps is a “key” and is nearest vectors (according to the euclidean distance) to
associated with one and only one vector of acoustic param-the givenz;,; the v, are therefore the articulatory vectors
eters. To this aim, a large number of numerical simulations associated to these nearest vectors in the codebook.
of the two-mass model is run on a dense grid of vectors of The optimal sequence of articulatory parameters is ob-
acoustic parameters. For each simulation, relevant aicoust tained by minimizing acost function with three terms. An
parameters are extracted from the synthesized glottal flowacoustic term accounts for the euclidean distance between
signal using the APARAT toolkit [9]. x, and its discretized versions in the acoustic space of the
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codebook (the vectors found by the search). akticula- associated to eadhi;. Heres equals the maximum number
tory term minimizes the euclidean distance betwegand of articulatory vectors associated to the same acoustic
v]_,, i.e. between every two articulatory vectmensecu- vectorz™* in C;. Every articulatory vector associated with
tivein time. This is the key term in the procedure, in order z* is assigned to a distinct subcluster and used as a “seed”.
to obtain smooth parameter variations: it minimizes the The remaining articulatory vectors are allocated as faflow
“articulatory effort”, in accordance with the physiologic =~ When many articulatory vectors), are associated to the
muscle behavior. Araccumulation term extends the cost same acoustic vectay,, everyv;, is assigned to a different
function domain to the entire input sequence, so that thesubcluster, chosen as the one with the neas#tulatory
obtained articulatory sequence is optimal in a global way. centroid. The location of the subcluster centroid is update
The (simplified) cost function is: after every new vector is added.

Having determined the cluste€$, each associated with
one or more subcluste@;ﬁ, within everyS} we construct
four different RBFNs to interpolate each dimension of
the articulatory space. Every acoustic vector associated t
the subcluster is used as center for one RBF (gaussian
functions in our application). Values for the parameters of

| the functions (standard deviation, etc.) are found after an
extensive set of experiments on the codebook. After the
determination of all the RBFNs, the articulatory space can
C. Codebook clustering and interpolation with RBFNs be interpolated. The following procedure is used to feed the

One problem in the proposed procedure is that a targetdynamic programming with interpolated vectors. Given an
vectorzy, is typically not present in the inverse codebook, acoustic vector we find the nearest acoustic clusters and
which is discrete; therefore every founflis not associated all the associated subclusters. The acoustic vector is used
with 2, but only with a vector near to,. The limitations as input for the set of RBFNs in each subcluster. Finally,
of the discrete codebook can be overcome by interpolating@!l the computed interpolated articulatory vector (as many
the articulatory space; this allows to compute articukator @s the subclusters) are passed to the dynamic programming
vectors associated exactly to the given procedures, which proceeds with the optimization.

The interpolation uses RBFNs (Radial Basis Function
Networks) [10]. Since RBFNs only interpolate functions
and cannot handle multimaps, the inverse codebook has to The proposed algorithms were initially tested and tuned
be manipulated and the non-uniqueness problem avoidedusing artificial target sequences of acoustic vectors. &hes
We have developed a novel algorithm that subdivides thewere used as input to the system to obtain the correspond-
codebook in acoustic clusters and articulatory subclaster ing articulatory parameters. Results from these prelimyina
Every cluster is associated to one or more subclusters. Thdests provided two main indications. First, the synthetic
algorithm guarantees that for every acoustic vector in a signals obtained by driving the physical model with the
given cluster there will be only one (or none) articulatory derived articulatory parameters follow closely the target
vector in each associated subcluster. As a result in everyacoustic vectors. Second, the derived muscular activation
subcluster the subdivided codebook provides a uniqueand subglottal pressure have physiologically plausibée ev
mapping, which is needed for RBFNs to work properly. lutions, i.e. they have smooth variations in time. These

The algorithm first subdivides the acoustic space in initial results confirm the validity of the employed cost
clustersC; using a standard technique. Random vectors, function, and of the RBFN interpolation.
as many as the desired clusters, are generated and subse-In order to test the proposed algorithms on real sig-
guently moved with an iterative procedure [11] to become nals, we have realized a complesgnthesis-by-analysis
centroids. Centroids are iteratively displaced in such a procedure. Starting from a recorded utterance (a sustained
way that the sum of the distances between every centroidvowel with varying pitch and voice quality) the signal is
and the associated vectors is minimized. Clustérsare inverse filtered with APARAT. The estimated glottal flow
built by associating every acoustic vector with the nearestis analyzed frame-by-frame and a sequence of acoustic
centroid. In order to obtain a uniform distribution of vectors is obtained. The corresponding articulatory vecto
vectors in every cluster, the iterative procedure is aplale (derived using the techniques described in Se. Ill) are used
a two-stage fashion. Moreover, in order to ensure a certainto drive the physical model, and the resynthesized glottal
degree of overlapping, the vectors which are closest toflow is convolved with the time-varying formant filter of
boundaries between two clusters are replicated in both. the vocal tract. The final result is a resynthesis of the

Once the acoustic clusters; are built, the algorithm  utterance, in which the evolution of pitch and voice quality
determines the articulatory subcluster§§ (G=1...9 are close to those of the original signal.

F ) = min[r[lox — I + ol o} — vl [I* + F (0] )]
where 71 » are weights for the acoustic and articulatory
terms, respectively;) are the discretized acoustic vectors
close toxz,. Dynamic programming techniques are the
ideal tool for the minimization of the cost function: in
particular the accumulation term would lead to exponentia
complexity, if not computed with this approach.

IV. RESULTS AND DISCUSSION
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Fig. 3. Example of the analysis-by-synthesis procedureTi@me sequences of articulatory parameters retrieved byoitimization procedure (solid
line: no RBFNs; dashed line: RBFNs). (b) Time sequences aitajlflow acoustic parameters (dotted line: target seceemxtracted from a recorded
utterance; solid line: resynthesis without RBFNs; daslieel Iresynthesis with RBFNs).

Fig. 3 shows the performance of the synthesis-by- needed in order to fully exploit the benefits of interpolatio
analysis procedure on a real utterance (a sustained /&d). Thin the codebook.
time-varying acoustic vectors obtained in the resynthesis
follow with good accuracy the target ones, and informal
listening tests confirm that the resynthesis is qualititive  [1] D. Sciamarella and C. D'Alessandro, “On the acousticsttity
similar to the target signal . In particular the_ NAQ is us;_agll 8; gosrfrgrln:gr'gﬂeﬁg?é?g?gﬁg&%;ﬂ;ﬁiﬁl L%Ej;gytcgﬁlg'a
well followed, as shown in Fig. 3(b). This is a positive no. 4, pp. 746-761, Jul. 2004.
result as the NAQ is known to be strongly related to voice [2] J. Schroeter and M. Sondhi, “Speech coding based on plogstal
quality [5]. The effect of using RBFNs can be noticed  1odel> & sbeech producton, ldverces in Spech Sl Pro.
in Fig. 3(a): the sequences of articulatory vectors interpo pp. 231-263.
lated by RBFNs are smoother than those obtained using (3] x- H«" Ch-b LOUEA G. C. t~?- r‘tOfma”S' R. Nl-f Jld Ve'ghlljisy dand
bare dynamic programming. A second advantage of using 1 \oont o andsi’ggzg"caitwoam‘izzt‘i’gﬁo %rogﬁegsﬁ’"
RBFNs is that the amount of vectors that feeds the dynamic Acta Acustica united with Acustica, vol. 84, pp. 1135-1150, 1998.
programming procedure is significantly reduced and this [4] F. Avanzini, S. Maratea, and C. Drioli, “Physiologicabrtrol of

. . . ] low-dimensional glottal models with applications to voiseurce
leads to a corresponding decrease in the computation time. parameter matchingActa Acustica united with Acustica, vol. 92,

. . . P no. Suppl.1, pp. 731-740, Sep. 2006.
While the results reported in this work indicated that the (5] P. Alku, T. Backstrom, and E. Vilkman, “Normalized afitpde

proposed approach is effective in estimating control pa- quotient for parametrization of the glottal flowJ. Acoust. Soc.
rameters of the physical model, both with synthetic target Am,, vol. 112, no. 2, pp. 701710, Aug. 2002.

: T ] P. Alku and E. Vilkman, “A comparison of glottal voice quiifica-
data and with real utterances, a number of limitations are fion parameters in breathy, normal and pressed phonatidenudle

still hindering the performance of the estimation procedur and male speakersPolia Phoniatr. Logop., vol. 48, no. 5, pp. 240—
described in this work. These are mainly related to intdnsi 254, Sep. 1996.

P _ P 7] 1. R. Titze and B. H. Story, “Acoustic interactions of theice
limitations of the two-mass model. Ranges of variation for source with the lower vocal tract. Acoust. Soc. Am., vol. 101,

the acoustic parameters are generally narrow (see Fig. 2),  no. 4, pp. 2234-2243, Apr. 1997.

and are sometimes non realistic. RQ and NAQ in particular [8] . “Rulles for controlling |0W-d£;ensi0na| |Vocaz| fold ?els
. P with muscle activation,”J. Acoust. . Am,, vol. 112, no. 3, pp.

assumes exceedingly low values, due _to poor des_crlptlon of 1064-1027, Sep. 2002,

the flow at small glottal apertures, which results in abrupt [9] M. Airas, H. Pulakka, T. Backstrom, and P. Alku, “A tdd for

glottal closure and exceedingly high absolute values of the voice inverse filtering and parametrisation,” Rmoc. 9th European

P - . - Conf. on Speech Communication and Technology (Interspeech’ 2005
flow derivative peak. The relationship between physical - Eurospeech), Lisbon, Sep. 2005, pp. 2145-2148.

parameters of the models and acoustic parameters als@io] T. Poggio and F. Girosi, “Networks for approximationdaiearning,”

need to be assessed: as an example, the relation betwee[?ll ZFO(C;eedlﬂgs of éh% IE'\IiE, Gvol. 78, no. 9, pp. 1_481—1d49_7, ;EP- 1990.
f . f . . ercho an . . rayVector quantization and signal com-

ps and Fy obser\{ed n the model IS_’ nhotin accordance with pression, ser. The Kluwer international series in engineering and

results reported in the literature. Finally, a more systiémna computer science. Kluwer, 1992, boston.

approach to the determination of RBFNs parameters is
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