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Abstract

Virtual and augmented realities are expected to become more and
more important in everyday life in the next future; the role of spa-
tial audio technologies over headphones will be pivotal for appli-
cation scenarios which involve mobility. This paper introduces the
SelfEar project, aimed at low-cost acquisition and personalization
of Head-Related Transfer Functions (HRTFs) on mobile devices.
This first version focuses on capturing individual spectral features
which characterize external ear acoustics, through a self-adjustable
procedure which guides users in collecting such information: their
mobile device must be held with the stretched arm and positioned
at several specific elevation points; acoustic data are acquired by
an audio augmented reality headset which embeds a pair of micro-
phones at listener ear-canals. A preliminary measurement session
assesses the ability of the system to capture spectral features which
are crucial for elevation perception. Moreover, a virtual experiment
using a computational auditory model predicts clear vertical local-
ization cues in the measured features.

Keywords: binaural audio, head-related transfer function, head-
phones, mobile augmented reality, computational auditory model

Concepts: eHuman-centered computing — Interaction devices;
eComputing methodologies — Mixed / augmented reality; Vir-
tual reality; eHardware — Signal processing systems; eApplied
computing — Sound and music computing;

1 Introduction

Binaural audio technologies aim at reproducing sounds in the
most natural way, as if listeners were surrounded by real sound
sources for which our brain succeeds in perceiving the spatial qual-
ities [Blauert 1983]. The rendering of virtual acoustic scenarios
makes use of Binaural Room Impulse Responses (BRIR) that can
be described as the combination of two main components: the first
one represents characteristics of the environment, contained in the
Room Impulse Response (RIR), while the second one is related to
the characteristics of the listener, i.e. the Head-Related Impulse
Response (HRIR) [Blauert 1983].

In particular, the HRIR (or their Laplace transform, the HRTF) de-
scribe the individual acoustic filtering of head, torso and ear of the
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listener. The HRTFs acquirement process requires special and ex-
pensive equipment (anechoic room, in-ear microphones, etc.), that
is rarely available in real-world applications. HRTF measurement
in a domestic environment is a challenging issue; recent trends
exploit the availability of low-cost devices for acquisition of 3D
meshes of the head [Gamper et al. 2015]), and algorithms for HRTF
modeling and customization [Spagnol et al. 2013]. These solutions
do not fully capture individual details of the external ear acoustics,
due to the fine anthropometric structure of the pinna. Such infor-
mation is collected in the so called pinna-related transfer function
(PRTF) which contains salient localization cues especially for ele-
vation perception (see [Spagnol et al. 2013] for a review), thus an
accurate representation is mandatory in order to render the vertical
dimension in virtual/augmented auditory displays where the use of
non-individualized HRTFs is not acceptable [Wenzel et al. 1993].

This paper faces the issue of cost reduction in the HRTF measure-
ment process, with particular focus on PRTF extrapolation for a
mobile audio augmented reality (mAAR) system. Our final aim
is to allow easy HRTF individualization, thus improving binaural
spatial audio accuracy over non-individual HRTFs with novel per-
sonalization processes guided by such acquired PRTFs.

The proposed system includes headphones, provided with embed-
ded external microphones for binaural capture of environmental
sounds, as well as internal speakers for binaural audio reproduc-
tion. An attractive idea consists in using the embedded micro-
phones in order to acquire HRTFs everywhere from sound stimuli
played back by mobile device’s speakers with the aim at building
an acoustic self-portrait; the SelfEar project has the purpose of de-
veloping the signal processing algorithms and interaction with the
device in order to obtain a self-adjust procedure. Furthermore, few
studies have been conducted aiming to verity HRTF acquirement
in non-anechoic environment with particular attention to directions
in median plane [Ihlefeld and Shinn-Cunningham 2008] which are
relevant for individual spectral content introduced in PRTFs.

In this contribution we present a series of measurements on the sys-
tem, worn by a KEMAR dummy head ! in a silent booth. As a
preliminary analysis, we compared responses measured with the
SelfEar system with those obtained with a professional equipment.
Such a comparison uses a computational auditory model in order
to predict localization performances for a virtual listener with a
KEMAR-like acoustical behavior. In a subsequent more extensive
analysis, we predicted its localization performances while listening
with 41 non-individual HRTFs, in order to assess the saliency of the
spectral features acquired by SelfEar.

2 Mobile audio augmented reality

In a mAAR system (see fig.1), the listener is able to enjoy a mix
of real and virtual sound sources. Real sources are captured by
headset microphones at the ear canal entrance and redirected to the
headset speakers. In between, a correction filter compensates for er-
rors introduced by different headphones and microphone positions

Uhttp://www.gras.dk/products/head-torso-simulators-kemar.html
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Figure 1: Schematic view of SelfEar project for audio augmented reality. Screenshots of the two application views on the right side.

compared to the unblocked entry point of the auditory channel, thus
simulating natural listening condition. With such a setup, the head-
set becomes ideally transparent to real sound sources.

On the other hand, rendering virtual sources requires a dynamic
and parametric auralization process in order to create a perfect su-
perposition with reality. Auralization employs BRIRs, that must
fit with the real placement environment. Producing realistic virtual
and augmented acoustic scenarios over headphones, with particu-
lar attention to space properties and externalization issues, remains
a major challenge due to the interplay of several components of a
mAAR system [Loomis et al. 1999]:

e ergonomic delivery system: the ideal headphones should be
acoustically transparent which means listeners are not aware
of the sound emitted by transducers.

e tracking: tracking listener position in the environment is re-
quired to produce a common spatial representation between
real and virtual scenes;

e room acoustics knowledge: spatial impression and perception
of the acoustic space entail the knowledge of early reflections
and reverberation of the real environment;

o individual spectral cues: head and pinna individually filter the
incoming sound to listener ears and during playback.

3 The Selfear project

SelfEar is a mobile application for Android that measures user’s
personal HRIRs using sound stimuli played by the mobile device.
The phone/tablet must be held with the stretched arm and posi-
tioned at several specific elevation angles along the subject’s me-
dian plane. In-ear microphones capture the audio coming from
the device speaker, thus recording the position-, listener-, and
environment-specific BRIR. Data collected through the application
can be employed at later processing stages to obtain an acoustic
characterization of user’s ear. After post-processing procedures
that compensate acoustic effect of acquiring conditions and play-
back device, individualized PRTFs can finally be employed for spa-
tial audio rendering. A promising technique involves HRTF se-
lection based on psychoacoustic metrics and anthropometric sim-
ilarities [Geronazzo et al. 2014] which might be parametrized by
SelfEar-extracted acoustic features.

3.1 Source manager

The spatial grid management system of SelfEar guides the user
through the BRIR measurement process by virtue of a self-adjusted
procedure. In the launching view, the user is asked to select the de-

vice’s speaker position (typically at the top, front, bottom or back
side). This choice affects the device orientation during the sound
stimulus playback in order to maximize speakers performance with
respect to their directivity. The user then can press the “Start” but-
ton to begin the BRIR acquisition procedure. Before reaching the
first target elevation, users must rise the device at eye-level exactly
in front of their face, in order to create a proprioceptive reference
for all target angles;” then, the procedure follows this logical flow:

1. Target reaching: the current speaker orientation, correspond-
ing to elevation in the user’s median plane, is estimated us-
ing data from the accelerometer; the sequence of target ele-
vations spans the range [—40°,40°] in ascending order with
equal spacing (these values match those of the CIPIC HRTF
database,® which will serve as a comparison to these measure-
ments). An auxiliary beep signal sonifies the error between
current and target position to aid the target reaching proce-
dure, which would be particularly useful in case the display
is not visible due to the speaker’s position (e.g. in the back
side). The pause between one beep and the following one is
directly proportional to the difference between the current an-
gle and the target. Target elevations have to be reached within
a precision of +1°.

Position check: once the target is reached, a 2 s timer starts; if
the error from the target exceeds +2° three times before the
timer ends, the procedure jumps back to the end of step 1.

3. Sweep playback: after position check, a sound stimulus (a
sweep) is played from the speakers; if the error from the target
exceeds £+2° even once during the sweep playback, the entire
procedure for the current elevation is reset.

BRIR storing: the recorded audio is locally stored (and the
procedure returns to step 1 for next elevation, until all eleva-
tions are reached).

4 Acoustic measurements

A preliminary measurement session was performed in a non-
anechoic environment using a KEMAR dummy head (in order to
avoid errors due to active movement by the user). SelfEar acquired
a set of BRIRs in the frontal median plane, allowing the estimation
of individual elevation-dependent PRTF spectral features [Wenzel
et al. 1993]: the two main peaks (resonances P1-omnidirectional
mode, and P2-horizontal mode) and the three main notches (N1-3

2The device position can be controlled using head-pose estimation algo-
rithms with the camera. We leave this improvement for future work.

3A  public-domain database of high spatial resolution HRTFs.
http://interface.cipic.ucdavis.edu/sound/hrtf.html
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Figure 2: Measurement setup. (a) Schematic top view: source
(moving in the median plane, red line) and receiver positions. (b)
SelfEar measument setup with selfie stick incorporated.

generated by sound reflections on pinna reliefs).

4.1 Setup

All the measurement and experimental sessions were conducted in-
side a 2 X 2 m silent booth with a maximum acoustic isolation
of 45 dB*. Figure 2a shows top-view schema of the measurement
setup, identifying two positions: position #1 relative to the source
which moves in the median plane, while position #2 to the receiver.

The playback device was an HTC Desire C smartphone supported
by a self-produced boom arm with a selfie stick incorporated; the
maximum SPL reached is 51 dB at the reference frequency of
500 Hz, at 1 m distance. The receiver was a pair of Roland CS-
10EM in-ear headphones® with embedded microphones which were
places at the entrance of KEMAR ear canals. The source signal was
a one second logarithmic sine sweep signal from 20 Hz to 20 kHz.

Binaural microphones hanging from the booth ceiling with sound
source in front of them at 1-m distance, captured the diffuse-field
measurement that characterizes the environmental- and setup- spe-
cific acoustical features without KEMAR. The supporting structure
consists of two pieces of iron wire that fall from the booth ceiling
at the same positions of KEMAR ear canal entrances.

4.2 Acoustic data

A selfie stick held the smartphone which was placed inside the
booth at position #1 of Fig. 2a and rotated on the median plane
(see the red line in Fig. 2a) allowing a fine angular adjustment; the
KEMAR dummy head wearing binaural microphones was placed
at position #2 of Fig. 2a. The distance between smartphone and
KEMAR was always one meter (we assume that PRTF spectral de-
tails for elevation perception are invariant with distance [Brungart
and Rabinowitz 1999]). Measurements spanned 15 angles between
—40° and 4+40° on the median plane.

For each measurement, the onset was detected by applying a
cross-correlation function with the original sweep signal and the
BRIR was then extracted by de-convolving sweep responses. Late
reflections caused by the booth and the presence of equipment
were removed by subtracting the corresponding diffuse field re-
sponses from BRIRs. Finally, PRTFs were estimated by windowing
each impulse response with a 1 ms hanning window (48 samples)
temporally-centered on the maximum peak and normalized on the
maximum value in amplitude. All the normalized PRTFs were then
band-pass filtered between 2 kHz and 15 kHz, ensuring the extrac-
tion of salient peaks and notches caused by pinna acoustics.

4This is neither an anechoic environment nor a reverberant room, thus it
is a good compromise for a preliminary study in a controlled space.
Shttp://www.rolandus.com/products/cs- 10em/
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Figure 3: PRTFs in the median plane with diffuse-field compen-
sation. (a) SelfEar acquisition; (b) CIPIC KEMAR. The data are
interpolated in order to have a smooth spatial transition. Identi-
fiers of peaks, P;, and notches, Nj, are also reported.

Figure 3 provides a visual comparison between the results obtained
using this procedure (with diffuse-field compensation) and the KE-
MAR measurements available in the CIPIC database. The latter
(see Fig. 3b) contains P1 with central frequency at 4 kHz and P2
at 13 kHz; moreover N1 moves from 6 to 9 kHz, N3 from 11.5 to
14 kHz with increasing elevation; finally, N2 stars from 10 kHz and
progressively disappears once reaching the frontal direction. Self-
Ear is capable of acquiring P1 and N1 effectively (see Fig. 3a). One
can identify also P2 and, to a minor extent, N2. However, N3 is
completely absent suggesting an acoustic interference introduced
by headphones in pinna concha.

5 A virtual experiment

Using the predictions of an auditory model, we simulated a virtual
experiment where a listener would be asked to provide an abso-
lute localization judgment about spatialized auditory stimulus. We
adopted a recent model [Baumgartner et al. 2013], that follows a
“template-based” paradigm implementing a comparison between
the internal representation of an incoming sound at the eardrum and
areference template. Spectral features from different HRTFs corre-
late with the direction of arrival, leading to a spectro-to-spatial map-
ping and a perceptual metric for elevation performances. The model
is based on two processing phases: during peripheral processing, an
internal representation of the incoming sound is created and the rar-
get sound (e.g. the PRTF acquired with SelfEar) is converted into
a directional transfer function (DTF); in the second phase, the new
representation is compared with a template, i.e. individual DTFs
computed from individual PRTFs (from CIPIC database), thus sim-
ulating the localization process of our brain.

The virtual experiment was conducted simulating a listener with
CIPIC KEMAR anthropometry. We predicted elevation perfor-
mance for this virtual subject while listening with individual
PRTFs, PRTFs from SelfEar acquisition, and 41 non-individual
PRTFs from CIPIC. The precision for every j-th elevation response
close to the target position is defined in the polar error (PE):

[ 2iea (@i — 9i)?pil¢i]
P = \/ > eapslod]

where A = {i € N:1<i< Ny, |di — pj| modl80° < 90°}
defines local elevation responses within +90° w.r.t. the local re-
sponse ¢; and the target position ¢, and p;[¢;] denotes the predic-
tion, i.e. probability mass vector.

Experimental results are reported in Fig. 4. White areas denote high
probability in correct localization responses, i.e. target angles equal
to response angles, while progressively darkened areas denotes low
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Figure 4: Localization predictions. Response predictions for
CIPIC KEMAR, while listening to sound sources located at target
elevation angles with (a) individual, (b) SelfEar-acquired PRTFs,
and (c¢) worst-case non-individual PRTF, respectively.

probabilities in target and response agreements. The average PE
provides an overall metric for localization predictions [Geronazzo
etal. 2015]. Virtual listener had an average PE equal to 17.5° in the
simulated ground truth condition, i.e. with individual PRTFs (see
Fig. 4a). The same listener had localization judgments depicted in
Fig. 4b while using PRTFs acquired with SelfEar, and a PE equal
to 27.8°. Finally, the mean PE among 41 non-individual PRTFs is
25.8 £ 3.5 with 27% of them performing worse than SelfEar PRTF
acquisition (see Fig. 4c for the worst-case listening scenario).

6 Discussion and conclusions

The SelfEar application allows low-cost HRTF acquisition in the
frontal median plane capturing peculiar spectral cues of the lis-
tener’s pinna. The application take advantage of a AAR techno-
logical framework for mobile devices. PRTFs acquired by Self-
Ear provided up-down localization cues according to a virtual sim-
ulated listening scenario; the two white areas of Fig. 4b in diagonal
extremes clearly give insights for such an effect which might de-
grade while listening with anechoic non-individual PRTFs (see an
inverted diagonal in Fig. 4c). However, SelfEar PRTFs were far
from provide subtle elevation localization cues in proximity of the
horizon. This prediction might be motivated by the visual compari-
son among peaks and notches in PRTFs: N2 and N3 did not clearly
appear in SelfEar PRTFs leading to less spectral differences among
elevations and less details for the virtual listener to be considered
in localization judgments [Geronazzo et al. 2015]. We can consider
the absence of concha reflections due to headset presence that dra-
matically reduces the concha volume, thus producing changes in
resonant modes of the pinna structure [Prepelita et al. 2016]. The
headset compensation will be take advantage from extra informa-
tion such as listener’s pinna anthropometry in order to artificially
introduce N2-3 [Spagnol et al. 2013].

It is worthwhile to note that the most important notch and peak pa-
rameters for elevation perception, i.e. P1 e N1-2 [Iida et al. 2007],
can be directly predicted from the PRTFs estimated through Self-
Ear. These spectral features can in turn be exploited for synthetic
PRTF models, or for HRTF selection procedure.

The proposed system was tested without a human subject in a silent
booth which is an acoustically treated environment. Further work
is thus required in order to extend this PRTF-capture procedure to
domestic environments, where the influence of background noise
and random acoustic events must be taken into account, as well
as subject movements during the acquisition. For such purpose,
adaptive filtering approach can be able to extract PRTFs ”‘on-the-
fly”” with random head movements [Ranjan et al. 2016].
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Finally, it is indisputable that psychoacoustic evaluation with hu-
man subjects is mandatory in order to confirm the reliability of
the SelfEar application providing effective individualized HRIRs
in rendering virtual sound sources.
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