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ABSTRACT
Recent developments in sensor technologies allowed the definition
of new human-computer interaction channels, useful for people
with very limiting motor disabilities such as quadriplegia. Some of
these sensors are available pre-packaged on the mass market, com-
plete with computer interaction softwares, while others are easily
achievable at low costs through DIY approaches. In this article we
present Resin, an Accessible Digital Musical Instrument dedicated
to people with quadriplegic disability. Resin exploits two interaction
channels, head movements and the shape of the vocal tract, detected
through the corresponding acoustic resonances, to control musical
performance parameters. The structure of the instrument is dis-
cussed, from both the hardware and software points of view. Feature
extraction algorithms for both channels are explained, particularly
focusing on the vocal tract resonances interaction paradigm.
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1 INTRODUCTION
Playing a musical instrument, or more in general being able to
actively participate to musical activities, is recognized as an impor-
tant human right by the World Health Organization [26]. People
unable to control one or more limbs, with severe motor disabling
conditions such as cerebral palsy, quadriplegia, lock-in syndrome,
are often excluded from the possibility of playing an acoustic mu-
sical instrument. The development of accessible digital musical
instruments (ADMIs) dedicated to those people has undergone a
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Figure 1: Resin’s graphical user interface

great development in recent decades due to the availability of af-
fordable sensors such as eye trackers (e.g. Tobii1), head trackers
and breath sensors. This research area has produced ADMIs such as
EyeHarp [28] and Netytar [6], which both use the gaze point as an
interaction channel, or such as Jamboxx [12] and Magic Flute [10]
which exploit head movements, but also some experiments with
the use of electroencephalographic sensors, such as MusEEGk [3]
and P-300 Harmonies [27].

In this article we propose Resin, a monophonic ADMI dedicated
to quadriplegic musicians, which is a MIDI musical interface. It
experiments with two interaction channels that are still little ex-
ploited and used in ADMIs design: head movement and vocal tract
resonances. Head movement along the horizontal axis (yaw) is used
to control notes onset and dynamics (MIDI Pressure, Velocity, Note
On and Note Off parameters), while resonances within the vocal
tract are used to control the note Pitch. Resin consists of a software
and a hardware parts, the latter being a mixture of DIY and pre-built
components. Resin’s interface is depicted in Fig. 1. We will discuss
Resin’s interaction paradigm and implementation in sections 3 and
4, after discussing in the next section the current state-of-the-art in
the relevant research fields.

2 STATE-OF-THE-ART
Alongside recent reviews of ADMIs, such as theworks of Larsen [15]
and Frid [9], a recent work by Davanzo and Avanzini [5] has pro-
posed an analysis of interaction channels available to develop AD-
MIs specifically dedicated to quadriplegic users, framing and divid-
ing those channels into four macro-groups (channels relating to
eyes, mouth, head movement and brain activity). The use of vocal

1Tobii Eye Tracker 5 on Tobii’s website: https://gaming.tobii.com/product/eye-tracker-
5/
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tract resonances is however an interaction modality not included
in the above list.

Regarding Resin’s vocal interaction paradigm, no similar sys-
tems have been found in the literature, to the best of the authors’
knowledge. However some analogies can be drawn. It can be stated
that the internal shape of the oral cavity, which is the terminal part
of the vocal tract, varies in accordance with tongue movements.
Various systems have been tested to detect the tongue position for
interaction purposes. In Tongue Music [19], the detection happens
through hall-effect sensors coupled with magnets. In Niikawa’s
Tongue Controlled Electro-Musical Instrument [20] the tongue
presses some buttons positioned on the palate to play chords. Other
detection methods, not used in musical contexts, include the use of
textile pressure [2], ultrasound [13, 29], magnetoresistive [21] or
optical sensors [11, 23].

Based on pitch detection techniques, Imitone [1] is a software
interface able to detect the pitch of voice or whistle through a mi-
crophone, and convert the input in MIDI messages in real time. An
analogy can be traced also with Silent Speech Interfaces (SSI). These
are interfaces aimed at recognizing facial and buccal movements in
order to reproduce speech without the need for the user to emit any
sound. According to [7], such interfaces usually exploit electromag-
netic articulography, electromyography, ultrasounds, microphones,
electroencelography or neural cortex implants.

A comparison could also be drawn with interfaces that exploit
mouth shape detection to control sound filters. The Talkbox is a
common analog electric guitar effect that consists of a speaker
channeling the guitar sound into a rubber tube, having the other
end placed in the musician’s mouth. The sound comes out of the
mouth to be picked up by microphone. Several interfaces, such as
Mouthesizer [17], use cameras and computer vision techniques to
detect mouth movement and use it to control sound filters. Eye
Conductor [22] is an ADMI that exploits the same paradigm.

Head tracking is a consolidated interaction channel. Davanzo
and Avanzini’s work [4] tested and evaluated it for both general
human-computer and musical interaction. It has been shown that
the movement of the head allows for stability, speed, and precision
of movement. It has been exploited in ADMIs such as HiNote [18]
to select notes on a virtual keyboard. It has also been used to con-
trol virtual reality instruments [8, 24], and augmented acoustic
instruments [14].

3 INTERACTION IN RESIN
In this section we discuss the two interaction channels exploited
by the instrument: vocal tract resonances and head movement.

3.1 Vocal tract resonances
The process responsible for the production of vocalized sounds in
humans is often modeled by considering two main components.
In the first one, vocal cords vibrate creating a "pulse train", whose
frequency defines the voice pitch. In the second one, various compo-
nents of the vocal tract, such as the mouth, act as a filter enhancing
some bands in the spectrum of the vocalized signal. The corre-
sponding resonance frequencies (formants) characterize different
vowels [25]. Some singing styles, such as tuvan throat singing, ex-
ploit the resonances created by the vocal tract to combine them
into complex melodies [16].
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Figure 2: Functional diagram for Resin

Figure 3: Resin’s mouthpiece, consisting of the sound tube
and the Lavalier microphone

In Resin, the vocal tract is stimulated through a synthesized
sound conveyed to an ad-hoc built hardware component, which
we will refer as sound tube. This consists of a speaker, properly
muffled on the sides, which emits a synthesized sound (which we
will refer to as sine pad) into a rubber tube. The musician puts
the tube end in their mouth and grasps it with their teeth as they
play, keeping their mouth slightly open. The sound, produced by
Resin’s software, is a linear combination of different sinusoidal
components, whose frequencies are tuned to successive semitones
in the equal temperament (A5 tuned to 440Hz). The interface allows
the musician to select which notes (which we will refer as playable
notes are included. By varying the mouth shape, some of these sinu-
soidal components resonate louder. A small Lavalier microphone
is placed in the mouth next to the sound tube, and picks up the
filtered sound. Resin ’s software therefore recognizes the resonating
frequency/note. Resin’s mouthpiece is depicted in Fig. 3.

3.2 Head tracking
The hardware required to operate Resin includes a low cost head
tracker, built using an Arduino Uno (or Arduino Nano) microcon-
troller2 and a MEMS gyroscope/accelerometer GY-521 MPU-6050.3
Arduino runs a script which translates acceleration into absolute
position data. Head movement is detected in a range of 40 degrees
[-20°; +20°] in the horizontal plane. Head movements are used to
perform attack and release actions on the instrument. A new note
(attack) is triggered when an inversion of the head motion is de-
tected, prior passing through the central position (0°). The strum

2Arduino Uno on Arduino website: https://store.arduino.cc/arduino-uno-rev3
3Invensense MPU-6050 datasheet: https://tinyurl.com/4p5cpmde
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intensity can be chosen to be proportional to the distance from the
center at the inversion point, or to the average movement speed in
the previous instants, depending on the selected interaction mode.
Movement speed determines also the channel pressure. The latter
is calculated as the distance between head position in the current
sample and in the previous one, filtered by an exponentially moving
average filter.

3.3 Performance logic
Musical performance takes place in the following way. The system
continuously detects the resonating note. An indicator on screen
highlights the detected note nr ; as soon as a head strumming action
is detected, a MIDI note-on message is sent for nr , with a MIDI ve-
locity determined by one of the two approaches for strum intensity
mentioned above; the note remains on-set even if the detected res-
onating note changes, until a subsequent strumming action occurs.
In this case, the old nr is stopped by a note-off event, and is replaced
by the new nr ; channel pressure varies continuously in proportion
to head movement speed, contributing to note dynamics.

4 IMPLEMENTATION
We now discuss the actual implementation of Resin, at its current
version. Interaction, sound processing and generation are summa-
rized in Fig. 2.

4.1 Hardware
The employed microphone is a Røde smartLav+4, with a frequency
response of 20Hz-20kHz and a sensitivity of -32.0dB re 1 Volt/Pascal,
equipped with a pop filter. The microphone is enclosed in a cello-
phane layer to prevent water infiltration. The system was tested
using an Alesis iO25 sound card, at 48 KHz/24-bits.

4.2 Software, audio generation and processing
Resin software is coded in C#, using the Windows Presentation
Foundation graphical framework, part of the .NET 4.8 framework.
It is available for download from its GitHub Repository,6 licensed
under the Open Source GNU GPL V3 license.

Prior to playing, the user selects which are the playable notes,
using the interface. Therefore the AudioModule class generates the
corresponding sine pad (see Sec. 3.1) where sinusoidal frequen-
cies are the fundamental frequencies of the selected notes, and all
the components have the same amplitude. The resulting sound is
conveyed to the performer’s mouth through the sound tube.

After the musician’s mouth has filtered the sound, the AudioMod-
ule class receives the PCM signal from the microphone. The Fft-
Module class performs then a Fast Fourier Transform of an audio
buffer. In accordance with the sound card specifications, the FFT
is performed considering a 48 KHz/24 bit sampled signal and an
audio buffer of 43 ms, resulting in an array of 2064 samples. After
applying a Hamming Window, the audio buffer is zero-padded to
4096 values, in order to improve frequency resolution. The number
of FFT bins obtained is therefore 2048.

4Rode Smartlav+: https://it.rode.com/microphones/smartlav-plus
5Alesis iO2 sound card: https://www.alesis.com/products/legacy/io2
6Resin on GitHub: https://github.com/LIMUNIMI/Resin

Figure 4: FFT spectrumdivision (horizontal axis) for notes A,
B, C and D. Different bin groups are highlighted with differ-
ent colors. Since B andChave a distance of a single semitone,
their associated group is smaller.

Some filters are then applied to the resulting FFT magniture
(short-time spectrum). A bandpass filter clears the frequency bins
placed outside the range of the playable notes selected by the user;
A smoothing filter performs spectral smoothing. Each element of
the output spectrum is calculated as in Eq. (1):

Oi =
Ii−1 + Ii + Ii+1

3
, (1)

where O and I are respectively the output and input short-time
spectra, while i denotes the i-th bin. An exponentially moving
average filter is applied to successive short-time spectra, causing
the energy of each bin to vary more smoothly over time, in order
to prevent sudden oscillations due to noise. The filter is in the form
described by Eq. (2):

Oi (t) = α · Ii (t) + (1 − α) ·Oi (t − 1), (2)

where t is discrete time, while α is an arbitrary constant set at
0.9. The SpectrumAnalyzerModule class then determines the pitch
of the resonant note. Each playable note n is associated to the
bin B(n) where its fundamental frequency falls. The spectrum is
divided into different groups of binsG(n), each centered around the
corresponding B(n). Specifically, the upper and lower boundaries of
G(n), defined as BU [G(n)] and BL[G(n)], respectively, are defined
by Eqs. (3) and (4):

BU [G(n)] =
B(n) + B(n + 1)

2
, (3)

BL[G(n)] =
B(n) + B(n − 1)

2
. (4)

Fig. 4 graphically summarizes this groups division approach. Spec-
trumAnalyzerModule then proceeds by determining the mean qua-
dratic spectral energy E(n) for each G(n), defined as:

E(n) =
1

Nbin (G(n))

∑
b ∈G(n)

E(b)2. (5)

The estimated resonant note is the one corresponding to the group
with the greatest energy. Finally, the MIDIModule generates the
corresponding MIDI messages.

4.3 Graphical User Interface
The FFTPlot class draws the short-time spectrum together with
two indicators Fig. 1. A bar denotes the single bin with the highest
energy, while a second bar indicates the G(n) with the highest
energy. The lower part of the interface highlights the detected
pitch. Some buttons and sliders allow to select the playable notes,
as well as to perform a manual calibration of the volume of each
note.
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5 DISCUSSION AND CONCLUSIONS
We have discussed the design, structure, and implementation of
Resin, an ADMI dedicated to quadriplegic musicians, easily assem-
bled using low cost components.

Accuracy in note recognition is generally sufficient for playing
but could still be improved. Sinusoidal energy spreads through
multiple FFT bins, due to the algorithm’s nature, resulting in some
imperfections. In the current version, each sine in the pad has the
same frequency as its associated MIDI note. This results in a more
natural interaction: the mouth shape associated with each note is
similar to the one required to whistle that note. In an attempt to
improve detection precision, we tested the use of larger distances
between sine frequencies (thus mapped to notes having different
frequencies). However this solution resulted in the interaction be-
ing less natural, so it was abandoned. Instead, we opted for the
possibility of choosing which notes are "playable" (e.g. only those
belonging to the C major scale, or pentatonic scale). With a smaller
set of notes, the G(n)’s become larger, thus improving recogni-
tion. The speaker/tube/microphone system does not have a flat
frequency response. To (at least partially) mitigate this problem, an
automatic calibration system was implemented, which proceeds
to "flatten" the detected spectrum by adjusting the volume of each
sinusoidal component while not performing. The sine pad could be
audible from the outside and cause nuisance. While it is possible to
greatly reduce its volume while preserving the instrument function-
ality, below a certain value the system may be sensitive to ambient
noises, as well as to the MIDI synthesizer feedback. This could be
improved by using a more directional microphone, or headphones.
The head-based "strumming" metaphor implemented in Resin may
be suitable for simulating some types of instruments such as strings,
while being less suitable for others. The entry barrier in learning
Resin could be very high. A user able to whistle in tune is probably
facilitated in learning the instrument. However, the initial learning
curve may affect objective evaluation. Planned future developments
include an evaluation of the instrument through case studies and
execution of pre-established exercises, as well as refinement and
tuning of the detection algorithms for both vocal resonances and
head movements.
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