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ABSTRACT

This review paper discusses the literature on perceptiah an
synthesis of environmental sounds. Relevant studies itogical
acoustics and multimodal perception are reviewed, andipalg-
based sound synthesis techniques for various families\ofaen
mental sounds are compared. Current research directiahezen
issues, including multimodal interfaces and virtal enmirents,
automatic recognition and classification, and sound desiga
discussed. The focus is especially on applications of phligk
based techniques for synthesis of environmental soundgeraic-
tive multimodal systems. The paper reports on ongoing rekea
on bimodal (audio-haptic) rendering of virtual objects.

[Keywords: Environmental sounds, multimodal renderinigy$-
cal models]

1. INTRODUCTION

Research on environmental sounds, which has its roots ieg@co
ical acoustics, is currently receiving interest in many édms, in-
cluding multimodal interfaces and virtal environmentstcematic
recognition and classification (with applications to cotiaware
and surveillance systems as well as automatic classificafisound
effects and automatic synthesis of soundscapes), and siesigh.

This paper provides a review of the literature on perception
and synthesis of environmental sounds, and discusses sbeae r
vant current research directions. The focus is especiallytysical-
ly-based techniques for synthesis of environmental sglamtbap-
plication of these techniques in interactive multimodaitsyns.

The paper is organized as follows. Section 2 is devoted to per
ception of environmental sounds, with emphasis on studiesa-
logical acoustics and multimodal perception; Section 8uises
synthesis techniques for various families of environmiesdands;
Section 5 reports on our current research on physicallyetasod-
els and applications to joint audio-haptic rendering.

2. PERCEPTION OF ENVIRONMENTAL SOUNDS

2.1. Ecological acoustics

The “ecological” approach to perception, originated inwak of
Gibson [1], differs from more established views in two madn r
spects: first, perception is an achievement of animal-enwirent
systems, not simply animals (or their brains); second, tkénm
purpose of perception is to guide action. The gibsoniancgr is
considered controversial because of one central and stiaim:

.unipd.it

perception idirect, that is, there exists a 1:1 correspondence be-
tween patterns of sensory stimulation and the underlyinmes

of physical reality. This assumption implies that anythihgt can

be perceived can also be measured in the physical world.

Gibson worked on visual perception and introduced the con-
cept ofoptic flow which indicates the structure in changing pat-
terns of light at a given point of observation. Perceiverpleit
particular patterns -nvariants— to guide their activities. These
considerations also apply to other senses, including iandiRRe-
cent research has introduced the concepglobal array [2], ac-
cording to which individual forms of energy are subordinaten-
ponents of a higher-order spatio-temporal structure. Téeegal
claim underlying this concept is that observers are not iseply
sensitive to structures in the optic and acoustic flows, beitdé
rectly sensitive to patterns that extend across these flows.

Two companion papers by Gaver [3, 4] have greatly contrithute
to the build-up of a solid framework fagcological acoustigsby
introducing such concepts as the acoustic array and acamgiri-
ants that can be associated to sound events: as an exampla) se
attributes of a vibrating solid (e.g., size, shape, dehsitytermine
the frequencies of the sounds it produces. A single phypexam-
eters can influence simultaneously many different soundmer
ters: these complex patterns of change may serve as inflaimat
distinguishing the physical parameters responsible.

Gaver also coined the tersveryday listeningthe experience
of listening to events rather than sounds, and proposed e+ “e
logical taxonomy” of environmental sounds (see Fig. 1). riéfsu
generated byolid objectsare structured by the type of thdin-
teraction the materials, and the geometry and configuration of the
objects. Sounds involvintiquids also depend on an initial defor-
mation counter-acted by restoring forces, but in this caaeds
are created by the resonant cavities (bubbles) that formasad
cillate and in the surface of the liquidAerodynamic soundare
caused by atmospheric pressure differences (e.g. an erglbdl-
loon), or situations in which changes in pressure set objetd
vibration (e.g. the wind passing through a wire). Any enmiro
mental sound is originated froimasicevents in any of the above
categories. Many sounds can be described as tempattdrns
of simpler events: breaking is a complex event involvinggrais
of simpler impactsCompoundevents involve more than one type
of basic level event: a door slam involves the squeak of stgap
hinges and the impact of the door on its frankéybrid events in-
volve yet another level of complexity in which more than oasic
type of material is involved (e.g. the sounds of water diigpon
a reverberant surface).

Although relatively young, the literature on ecologicabas-
tics has produced a number of relevant results. Most aresrtord
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Figure 1:An ecological taxonomy of environmental sounds. Com-
plexity increases towards the center. Figure based on [3].

with basic interactions of solids objects, while sound-producing
events that involve liquids and aerodynamic interacticasetbeen
addressed less frequently. Many studies have investigageger-
ception of object material from impact sounds [5, 6, 7, 8].-An
other relevant ecological dimension of impact sounds ishtvel-
ness of collision [9, 8]. With respect to continuous cont@cy.
scraping), a relevant ecological dimension is surface hoegs:
research by Lederman and coworkers has investigated theofol
auditory feedback in both tactile [10] and vibratory roughs per-
ception [11]. The auditory perception of geometric projsrtof
interacting objects, e.g. length, has also been investid?].

versed and audition, being the more appropriate modaléyally
dominates over vision. Recent studies have provided egileh
auditory captureeffects in temporal judgments, showing e.g. that
the number of auditory beeps influences the perceived nuwiber
visual flashes [19] or that auditory events can even alteiptire
ceived timing of target lights [20].

Similar capture effects can also occur between audition
tactile perception: some authors [21, 22] have extendefirttimg
of the auditory-visual illusion established by [19] to thed#ory-
tactile domain. Other authors have studied auditory-agitegra-
tion in surface texture perception. Lederman and coworkerse
shown that audition has little influence on tactile textuescep-
tion [10]. However, when the contact is made via a rigid probe
with a consequent increase of touch-related sound and a-degr
dation of tactile information, auditory and tactile cueg ante-
grated [11]. These results suggest that although touch &lyo
dominant in texture perception, the degree of auditoryiamte-
gration can be modulated by the reliability of the singledality
information. A related experiment on forced-choice disgria-
tion of the roughness of abrasive surfaces [23] showed tiogt-p
erly processed texture sounds lead to a bias towards arasexe
perception of tactile smoothness or roughness.

and

3. SYNTHESIS OF ENVIRONMENTAL SOUNDS

Sound synthesis techniques traditionally developed fonmaer
music applications (e.g. additive, subtractive, freqyenmdu-
lation [24]) are less effective for the generation of enaimen-
tal sounds. On the other hand, physically-based sound ingdel
approaches generate sound from computational structioeese-
spond to physical input parameters, and therefore theynzatio
cally incorporate complex responsive acoustic behavidrsec-
ond quality of these techniques is interactivity and easesBoci-

Studies on patterned sounds include bouncing and breakingating motion to sound control, so that the sound feedbagoreds

events [13], hands clapping [14], and walking sounds [15feA
cent paper by Gyget al. [16] does not focus on a specific sound
event and instead uses a large (70) and varied catalog ofisoun
that include patterned, compound, and hybrid sources. Uth®es
investigate the role of temporal features of the sound epes(pe-
riodicities, amount of silence, roughness) in the iderdifien of
the events.

2.2. Multimodal perception

Humans achieve robust perception through the combinatich a
integration of information from multiple sensory modadii. Two
general strategies can be identified [17]: (sensmmbination is
used to maximize non-redundant information delivered fidifn
ferent sensory modalities, while sensamyegrationis used to re-
duce the variance in the sensory estimate and increasbiligjia

in a natural way to user gestures and actions. Traditiordsiel-
oped in the computer music community and mainly applied ¢o th
faithful simulation of existing musical instruments, ploa mod-
els have now gained popularity for sound rendering in inttve
applications [25].

3.1. Contact sounds

As already remarked an important class of sound events iotha
contactsounds between solids, i.e. sounds generated when solid
objects come in contact with each other (see Fig. 1). Vanood-

eling approaches have been proposed in the literature.

Modal synthesis [26] was proposed in [27, 28] as an efficient
yet accurate framework for describing the acoustic prapsrof
objects. If a resonating object is described as a networkasfses
connected with springs and dampers, then a geometricadftran

In general the amount of cross-modal integration depends onmation can be found that turns the system into a set of decou-

the features to be evaluated or the tasks to be accompliSesl.
modality precisioror modality appropriatenesiypothesis [18] is
often cited when trying to explain which modality dominates
der what circumstances, and states that discrepanciedveagsa
resolved in favour of the more precise or more appropriatelato
ity. Vision dominates the integrated percept in many tagisan
example, vision can bias the perceived location of soundseds
sounds rarely influence visual localization. One key reafaon
this visual captureis that vision provides more accurate location
information. For temporal judgments however the situaiore-

pled equations. The transformed variables are generafiérresl

to asmodal displacement&nd obey a second-order linear oscil-
lator equation. If the driving force is an impulse, the respe of
each mode is a damped sinusoid. Any pre-computed contaet for
signal can then be convolved to the impulse response anditieas
to drive the modal synthesizer. The modal representatianres-
onating object can be linked to maagologicaldimensions of the
corresponding sounds. As an example, in [7] the modal repres
tation proposed by [27] has been applied to the synthesiagdct
sounds with material information.
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A different physically-based approach was proposed in [29,
30], which amounts to employing finite-element simulatidois

ity, texture, mass, and so on. In this way a unified descriptio
of the physical properties of an object can be used to cottel

generating both animated video and audio. This task is accom visual, haptic, and sound rendering, without requiring design

plished by analyzing the surface motions of objects thataaie
mated using a deformable body simulator, and isolatingatibnal
components that correspond to audible frequencies. Therays
then determines how these surface motions will generatestico

of separate properties for each thread. This problem hameyr
been studied in the context of joint haptic—visual rendgriand
recent haptic-graphic APIs [34, 35] adopt a unified scengtgra
that takes care of both haptics and graphics rendering afotdj

pressure waves in the surrounding medium and models the prop from a single scene description, with obvious advantagésrins

agation of those waves to the listener. In this way, sounggr

of synchronization and avoidance of data duplication. Riajly-

from complex nonlinear phenomena can be simulated. However based sound models may allow the development of a similar uni

heavy computational load prevents real-time sound geinarahd
the use of the method in interactive applications.

3.2. Other classes of sounds

fied scene, that includes description of audio attributesels

A particularly interesting problem is simultaneous autiaptic
rendering. In order to be perceived as realistic, auditargt hap-
tic cues have to be properly synchronized and perceptuitiyzs.
Syncronizing the two modalities is more than synchroniziwg

The map of everyday sounds developed by Gaver (see Fig. 1) com separate events. Rather than triggering a pre-recordeio aach-

prises three main classes: solids, liquids, and gases.aRésen
sound modeling is clearly biased toward the first of thesesgs,
while less has been done for the others.

ple or tone, the audio and the haptics change together wteen th
user applies different forces to the object.
Properly designed auditory feedback can be combined with

A physically-based liquid sound synthesis methodology was haptics in order to improve perception of stiffness, or eeem-

developed in [31]. The fundamental mechanism for the prodoc
of liquid sounds is identified as the acoustic emission ot
After reviewing the physics of vibrating bubbles as it iserednt

to audio synthesis, the author developed a sound model der is
lated single bubbles and validated it with a small user stully
stochastic model for the real-time interactive synthesomplex
liquid sounds such as produced by streams, pouring watersi
rain, and breaking waves is based on the synthesis of singlelé®
sounds. Itis shown in [31] that realistic complex high dirsienal
sound spaces can be synthesized in this manner.

pensate for physical limitations of haptic devices and enbahe
range of perceived stiffness that can be effectively coedey the
user. Physical limitations (low sampling rates, poor sgatso-
lution of haptic devices) constrain the values for haptiffretss
rendering to ranges that are often far from typical valuesstdf
surfaces. Ranges for haptic stiffnesses are usually etihty re-
quiring the system to be passive [36], thus guaranteeirjlisyeof
the interaction, while higher stiffness values can causesitstem
to become unstable, i.e., to oscillate uncontrollably.
The influence of auditory information on the perception of ob

A method for creating aerodynamic sounds was presented inject stiffness through a haptic interface was studied ir.[¥#te-

[32]. Examples of aerodynamic sound include sound gere:tate
swinging swords or by wind blowing. A major source of aero-

recorded sounds of contact between several pairs of objemts
played through headphones during tapping of virtual okjgaibugh

dynamic sound is vortices generated in fluids such as air. The a haptic interface, and were shown to modulate the peraepfio

authors proposed a method for creating sound textures for ae
dynamic sound by making use of computational fluid dynamics.
Next, they have developed a method using the sound textares f
real-time rendering of aerodynamic sound according to tbéan

of objects or wind velocity.

This brief overview shows that little has been done in therit
ature about models of everyday sounds in the “liquids” arab&s”
categories (we are sticking to the terminology of Fig. 1)e3@are
topics that need more research to be carried out in the future

4. CURRENT RESEARCH DIRECTIONS

4.1. Multimodal rendering and display

Multisensory information is essential for designing imsiee vir-
tual worlds: being able to hear sounds of objects in a virumi-
ronment, while touching and manipulating them, providesrzssge
of immersion in the environment not obtainable otherwisg][3
Properly designed and synchronized haptic and auditopiaiis
are likely to provide much greater immersion in a virtual eom-
ment than a high-fidelity visual display alone. Moreoverskgw-
ing the relationship between the haptic and visual and/ditery
displays, the range of object properties that can be effelgtcon-
veyed to the user can be significantly enhanced.
Physically-based sound models can in principle allow tlee cr

ation of dynamic virtual environments in which sound rerioigr
attributes are incorporated into data structures that igewmul-
timodal encoding of object properties: shape, materiastat-

object stiffness. These results suggest that the ranggedtadiiff-
nesses that can be displayed by a haptic interface with &elimi
force-bandwidth can be perceptually extended by the amdibf
properly designed impact sounds.

While the auditory display adopted by [37] was rather poor
(the authors used recorded sounds), a more sophisticapedaah
amounts to synthesize both auditory and haptic feedbaatgusi
physically-based models. In [38] the modal synthesis tegtas
described in [27] were applied to audio-haptic renderingonC
tact forces are computed at the rate of the haptic rendeduatine
(e.g., 1kHz), then the force signals are upsampled at audio rate
(e.g.,44.1kHz) and filtered in order to remove spurious impulses
at contact breaks and high frequency position jitter. Theilténg
audio force is used to drive the modal sound model. This chi
ture ensures low latency between haptic and audio rendéttireg
latency islms if the rate of the haptic rendering routinelisHz),
which is below the perceptual tolerance for detecting syomiza-
tion between auditory and haptic contact events.

4.2. Recognition and classification of environmental soursd

Automatic recognition of environmental sounds is a cuiseat-
tive research direction, and the MPEG-7 multimedia stahgao-
vides a framework for sound recognition [39]. The biggesdleh
lenges in this context are perhaps sound soure separatioroam
pleteness/generality: it is very difficult to design deptois that
identify every sound source in a given environment.

Many studies in this field are based on supervised trainitig wi
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preselected training material. In [40] Hidden Markov mad&kre
applied to the recognition of specific classes of sounds @den
door opened and shut, a metal tool dropped in a containemand
ter poured in a container). A study on the recognition of “fiaan’
environmental sounds (i.e. sounds on which the recogngien
tem was previously trained) was reported in [41], which itsd
smoke alarm, barking dogs, bouncing balls, water runnirggiti-
tubs, vacuum cleaner motor, and so on.

Many application scenarios are currently being investdat
One is context-aware computing: research in this field hasti;o
focused on applications that are aware of absolute spaiibiean-
poral location, while other aspects of context have beeatively
neglected. Recent works have tried to exploit automatiogat
tion of environmental sounds as a contextual cue for coraesdre
applications, e.g. by trying to classify the “noise conterttypi-
cal everyday environments (office, car, city street) [42].

Another area of application is in automatic surveillance-sy
tems: with the increasing use of audio sensors in survedan
and monitoring applications, event detection from audreasns

Many studies have addressed sound quality measurement in
past years. Evaluation based on psychophysical methodsleas
applied to sounds of domestic objects (light switches, uatalean-
ers, etc.), equipment (car motors, air conditioners, etmgd so
on, with the aim of characterizing acoustic annoyance ofepre
ence. However environmental sounds also have emotionalocon
tations, which precede their cognitive interpretation arftlence
the way a listener perceives a given sound [47]. This is blear
fundamental aspect for product designers, since userdelezip-
proach positive and avoid negative objects largely on thatsbof
an emotional response. Even more, emotional response feam af
the cognitive level of interaction [48].

Sound also has functional qualities. In many cases design-
ers associate sounds to desired meanings on the basis afaahpi
criteria. Research on everyday sounds could help to exaadit
tory attributes and patterns in order to create unambigsousids
to fulfill specific functions. Recommendations for the desis
have to be adjusted by perceptual results. An experimerit wit
sounds currently used in automotive interfaces [49] shothed

has emerged as an important research problem. Methods for athese sounds do not fulfill their intended function. The atgh

scenario where a system is installed in an unknown envirothme
(specifically an office room) were presented in [43]: it waewh
that a system combining both supervised and unsuperviséd tr
ing methods could have potential for practical application

An application area that is closer to the interests of the DICA
community is classification of sound effects. The technplog-
hind sound effect libraries is still text-search: sounds tmgged
with descriptive keywords, with several consequent lititas (the
annotation work is error-prone and time-consuming, natlaa-
guage is imprecise and ambiguous, and so on). Automatidanno
tion methods are not mature enough for labeling with gregite
any possible sound. A general sound recognition tool reguir
taxonomy that represents common sense knowledge of thel worl
and thousands of specialized classifiers. Recent studi¢hde
shown that a general sound annotator can be constructed asin
taxonomy built on top on a semantic network such as WordNet
and an all-purpose sound recognition system based on meares
neighbor classification rule.

Systems for the automatic recognition and classificaticenef
vironmental sounds will make it possible to approach sysithe
of soundscapes from a high-level perspective, in which dab
jects can be identified and recombined in a flexible way. @rgat
soundscapes from libraries of individual environmentalrsts is
a convenient alternative to recorded “ambiances”, whiah raot
flexible (e.g. itis hard to add/remove individual sounds leairege
panning) and are available in a limited number. In [45] semi-
automatic generation of simple soundscapes (like thosepofba
or a farm) was proposed using a semantic enabled searcheengin

the system creates ambiances on demand given text queries b

fetching relevant sounds from a large sound effect database
importing them into a sequencer multi track project.

4.3. Sound design

Product design is going to be profoundly affected by new tech
nologies that can change the appearance of objects (ecgtrazlic
ink, dynamic actuators, etc.). Recent research proje@kdryue
that, as microprocessors and loudspeakers can be alreduydem
ded into objects, the “sonic appearance” of objects is direasily
changeable. It can therefore be expected that researchroduigt
sound design” will became a solid and established dis@ptirthe
near future.

then proposed a methodology which draws on acoustics and sem
otics and applied it to the specific sound design problem unde
investigation.

However, knowledge about environmental sounds is still in-
sufficient with regard to the relations between physicalrabter-
istics, perceptual descriptions, and functional and atistlyuali-
ties. Techniques to relate the functional and aesthetititepsaof
sound to emotional and cognitive responses may come byfinki
pattern analysis techniques with results of psychophysicper-
imentation, in such a way that mathematical models, gezaral
tions, and classifications are conducted on functionallgcted
sound databases and on parameter sets of synthetic sourd mod
els [46].

5. CONTACT SOUNDS IN MULTIMODAL RENDERING
ARCHITECTURES

5.1. Toward a taxonomy of contact sound models

We have proposed a modal representation of resonating tsbjec
analogous to the one adopted in [27, 28]. The main difference
with the above mentioned works lies in the approach to cantac
force modeling. Instead of a feed-forward scheme in whiehith
teracting resonators are set into oscillation with driviogeces that
are externally computed or recorded, the models proposéggin
embed direct computation of non-linear contact forces.ddeshe
complications that arise in the synthesis algorithms, dpisroach
provides some advantages. Better quality is achieved dae-to
furate audio-rate computation of contact forces: this peemlly

rue for impulsive contact, where contact times are in treeoof
few ms. Interactivity and responsiveness of sound to usésres

is also improved. This is especially true for continuoustect)
such as stick-slip friction. Finally, physical parametefshe con-
tact force models provide control over other ecological elirsions

of the sound events.

The impact model used in [50], and originally proposed in[51

describe the non-linear impact forgeas

kx(t)® + Az ()™ - v(t)
0

z >0,

z<o0. @

Fa(t)0(6) = {

where z is the interpenetration of the two colliding objects and
v = &. Then force parameters, such as the force stiffigssan
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be related to ecological dimensions of the produced souwruth as
perceived stiffness of the impact.

Similar considerations apply to continuous contact madels
[52] a stick-slip friction model was proposed, which is ded
from [53]. Microscopic irregularities of contacting sudes can
be interpreted as a large number of elastic “bristles”, thidltran-
domly deflect like damped springs when a tangential forcepis a
plied to each bristle, and start to slip when the strain edses
certain level. The friction force is described by the equations

2(v,2z) =v |1 — a(v,z)ﬁ(v) , @

f(Z7Z,’U,w) =002 + 012 + 02V + o3w,

wherez is the average bristle deflection ands the relative ve-
locity between the two surfaces The coefficientis the bristle
stiffness,o is the bristle damping, and the tewav accounts for
linear viscous friction. The function(v) is the steady-state fric-
tion characteristic: steady state conditions in the s§diegime
(i.e.,z2 = 0,withv # 0, = 1) are met if and only ifz = zgs.
The functiona(v, z) is an adhesion map that controls the rate of
change ofz. Parametrizations oft must guarantee that = 0

at high frequencies (and thus in the spectral centroidesiibra-
tional modes with a period shorter tharare minimally excited.

Based on similar considerations, in [56] we have investidat
the dependence of contact timeand the attack spectral centroid
on the parameters of the impact force model (1). The follgwin
equation was derived far:

2

1 —a s
_ m a+1 . j% a+1 ‘ in .
= (k) <a+1> / g(vyvznyu)dv, (3)

Vout

wherev;,, vt are the normal velocities before/after collision, re-
spectively, andu = A/k is a mathematically convenient term.
Equation (3) states in particular a power-law dependence ai
the force stiffnessr (k) ~ k~1/2*+1. A study in [57] on synthetic
impact sounds obtained from model (1) provided quantitater
sults that confirm the correlation between spectral cedtodithe
attack transients and. The dissipative component of the contact
force also has a slight effect on the centroid:\ais lowered, the
amount of energy transferred to the higher partials is iase#,
and the centroid increases accordingly, even thougtemains
approximately constant. Similarly, the centroid increasegnif-
icantly asa decreases, even though the contact time varies slowly:

when z is smaller than a given breakaway displacement (purely high values ofa can produce multiple bounces of the vibrating

elastic presliding regimez = v), anda = 1 for large values
of z (transition to the plastic regime). The componestu(t) is
not part of the original formulation in [53]. The term is related
to surface roughness and is needed in order to simulateisgrap
and sliding effects, whereas the original elasto-plasticfulation
only accounts for stick-slip phenomena. Tlhae&eomponent can be
modeled as fractal noise [28].

It has been shown that thekev-level contact sound models
can be taken as the basic building blocks from where sounateve
of increasing complexity can be simulated: this kind of aggh
allows for a translation of the map of Fig. 1 into a hierarethic
structure in which “patterned” and “compound” sounds medel
are built upon impact and friction events. Models for bomggi
breaking, rolling, crumpling sounds are described in [5B], 5

5.2. Linking physical parameters and ecological dimensich

The studies in ecological acoustics mentioned in Sec. 2tiiy
features of environmental sounds that convey informatiboua
generating events, and thus provide mappings between signd
nal parameters and ecological dimensions. In order to Iimjsjzal
parameters of the sound models to ecological dimensiorsang
level of mapping is needed, which relates physical pararsete
relevant sound signal features. In certain cases such mggpan
be derived straightforwardly: as an example, perceptiomafe-
rial is determined to a large extent by the decay characterigfics
an impact sound, which are in turn directly linked to the damgp
parameters of a modal resonator.

surface on the striking object, with a consequent incredsbe
centroid.

5.3. Multimodal interaction

In [58] the contact sound models described above were iatedr
into a multimodal rendering architecture, schematicakgpidted

in Fig. 2, which extends typical haptic-visual architeesir The
sound rendering thread runs at audio rate (eld.1kHz) in par-
allel with other threads. Computation of audio contact ésrés
triggered by collision detection from the haptic renderthgead.
Computation of 3D sound can be cascaded to the sound systhesi
block. It was shown that the proposed rendering scheme sallow
tight synchronization of the modalities, as well as a higgrde of
interactivity and responsiveness of the sound models ttuges
and actions of a user.

This architecture was implemented as two processes which
communicate by means of a shared memory area. The first groces
is responsible for graphic and haptic rendering. An evetttiag
engine driven by a function callback model is adopted to nooni
contact events. When such an event occurs, haptic datasaeges
for sound synthesis are written into the shared memory &fea.
second process reads data from the shared memory area and ren
ders contact sounds according to the current physical petem
Low communication latency is critical in order to ensuretanj
perception rather than perception of two distinct auditamg hap-
tic events: it has been shown that the latency in this impteme
tation is well below typical experimental estimates for paral

A less simple case of mapping between physical parameterswindows of auditory-tactile integration (see e.g. [22,)21]

and ecological dimensions concerns the perception ofstf in
impact sounds. Freed [9] showed that the useful informafiaon
hardness rating is contained in the attack transients cédiads:
in his study loudness and descriptors related to the spemra
troid (average value and temporal variability in the fiB880 ms)

The setup was used in [59] to run an experiment on the rel-
ative contributions of haptic and auditory information tionlodal
judgments of contact stiffness. Rendering a virtual s@fae.
simulating the interaction forces that arises when touglarstiff
object, is the prototypical haptic task. We have investidato

were found to account for 75% of the variance of the hardness what extent the addition of auditory feedback can affectiduatic

ratings. Giordano [8] argues that the durationf the contact be-
tween the two objects during the stroke has an influence a har
ness perception, and thatvariations are likely to explain at least
in part data from [9]: an increase in determines a decrease in
the loudness of the radiated signal, and in the amount ofggner

perception of stiffness and possibly compensate for phay$im-
itations of the haptic device so to enhance the range of pexte
stiffness conveyed to the user (as an example, the nominal ma
imum closed-loop control stiffness for a Phant@Omni™ de-
vice is500 N/m, which is far from typical values for stiff surfaces).
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Figure 2: An architecture for multimodal rendering of contact intetians.

Figure 3(a) shows the visual display that was presentecktsub-
jects: this did not change between conditions, and wastioten
ally composed of stylized objects, in order to limit as mustpas-
sible the amount of visual information delivered to sutged®er-
ceived stiffness was determined through an absolute madgit
estimation procedure on a scale ranging from “extremely’ &)
to “extremely stiff” (8), and the results reported in Figb3&up-
port the effectiveness of auditory feedback in modulatiagttc
perception of stiffness. Moreover, about 40% perceivedhie-
tic feedback changing together with audio and based theirga
also on haptic feedback (although the haptic stiffness iradame
value in all conditions), suggesting that properly destyard syn-
chronized contact sounds can elicit an auditory-haptissitin and
modulate the haptic perception of stiffness.

5.4. Discussion

The experiment reported above relies on verbal descriptenmd
judgements, which are in many ways arbitrary. For instandegt
should the subjects judge: “stiffness”, or “hardness”, farce”,
or ... ? Would that be the stiffness of the hammer, or that etiih
bar, or both?

We are currently working on a different experimental setinp
which the focus is on performance rather than on quantédtiug-
ments of verbally described qualities. Specifically we aceking
on a set in which subjects are required to hit a bar similaht t
one given in Fig. 3(a), with the task of repeating a givendédr
performance”, in terms e.g. of rythm, amplitude, impactoeity.
The goal is to investigate how the task is influenced by change
the visual, auditory, and haptic feedback and consequestgss
what modality dominates in this task.

This kind of approach has two main interesting aspects;, first
it avoids completely any verbal decription of the task to lee-p
formed; second, it focuses the experimental design directlthe
loop between action and perception, in a way that has raesy b
investigated in the literature [60].
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