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About this chapter

This chapter tries to trace a route that, starting from studies in ecological

perception and action-perception loop theories, goes down to sound modelling

and design techniques for interactive computer animation and virtual reality

applications.

We do not intend to provide an in-depth discussion about different the-

ories of perception. We rather review a number of studies from experimental

psychology that we consider to be relevant for research in multimodal virtual

environments and interfaces, and we argue that such research needs to become

more aware of studies in ecological perception and multimodal perception.

The chapter starts with an analysis of relevant literature in perception,

while sound modelling techniques and applications to multimodal interfaces

and VR are addressed in the last part of the chapter. The technically inclined

reader may turn the chapter upside-down and start reading the last sections,
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referring to the initial material when needed. Where necessary, we will make

use of the notions about physics-based sound synthesis techniques reviewed

in Chapter 8.

9.1 Introduction

Most of Virtual Reality (VR) applications make use of visual displays, haptic

devices, and spatialised sound displays. Multisensory information is essential

for designing immersive virtual worlds, as an individual’s perceptual experi-

ence is influenced by interactions among sensory modalities. As an example,

in real environments visual information can alter the haptic perception of ob-

ject size, orientation, and shape (Welch and Warren, 1986). Similarly, being

able to hear sounds of objects in an environment, while touching and manipu-

lating them, provides a sense of immersion in the environment not obtainable

otherwise (Hahn et al., 1998). Properly designed and synchronised haptic and

auditory displays are likely to provide much greater immersion in a virtual

environment than a high-fidelity visual display alone. Moreover, by skewing

the relationship between the haptic and visual and/or auditory displays, the

range of object properties that can be effectively conveyed to the user can be

significantly enhanced.

The importance of multimodal feedback in computer graphics and inter-

action has been recognised for a long time (Hahn et al., 1998) and is motivated

by our daily interaction with the world. Streams of information coming from

different channels complement and integrate each other, with some modality

possibly dominating over the remaining ones, depending on the task (Welch

and Warren, 1986; Ernst and Bülthoff, 2004). Research in ecological acous-

tics (Gaver, 1993a,b) demonstrates that auditory feedback in particular can

effectively convey information about a number of attributes of vibrating ob-

jects, such as material, shape, size, and so on (see also Chapter 10).

Recent literature has shown that sound synthesis techniques based on

physical models of sound generation mechanisms allow for high quality syn-

thesis and interactivity, since the physical parameters of the sound models
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can be naturally controlled by user gestures and actions. Sounds generated

by solid objects in contact are especially interesting since auditory feedback

is known in this case to provide relevant information about the scene (e.g.

object material, shape, size). Sound models for impulsive and continuous

contact have been proposed for example in the papers by van den Doel and

Pai (1998) and by Avanzini et al. (2003). Physically-based sound models of

contact have been applied by DiFilippo and Pai (2000) to the development of

an audio-haptic interface for contact interactions.

A particularly interesting research direction is concerned with bimodal

(auditory and haptic) perception in contact interaction. Starting from a classic

work by Lederman (1979), many studies have focused on continuous con-

tact (i.e. scraping or sliding) and have investigated the relative contributions

of tactile and auditory information to judgments of roughness of both real

surfaces (Lederman, 1979; Lederman et al., 2002; Guest et al., 2002) and syn-

thetic haptic and auditory textures (McGee et al., 2002). Impulsive contact

interactions (i.e. impact) are apparently less investigated. A few studies

have investigated the effect of auditory feedback on haptic stiffness percep-

tion (DiFranco et al., 1997; Avanzini and Crosato, 2006). Again, results from

ecological acoustics (Freed, 1990; Giordano, 2006) provide useful indications

about which auditory cues are relevant to stiffness/hardness perception, and

can be exploited in the design of synthetic sound feedback.

The chapter is organised as follows. In Section 9.2 we provide a con-

cise overview of the ecological approach to perception, and we focus on the

literature on ecological acoustics. Section 9.3 addresses the topic of multisen-

sory perception and interaction, and introduces some powerful concepts like

sensory combination/integration, embodiment and enaction, sensory substi-

tution. Finally, Section 9.4 discusses recent literature on interactive computer

animation and virtual reality applications with a focus on multimodal feed-

back and especially auditory feedback. We will emphasise the relevance of

studies in ecological acoustics and multimodal perception in aiding the design

of multimodal interfaces and virtual environments.
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9.2 Ecological acoustics

The ecological approach to perception, originated in the work of Gibson, refers

to a particular idea of how perception works and how it should be studied.

General introductions to the ecological approach to perception are provided by

Gibson (1986) and Michaels and Carello (1981). Carello and Turvey (2002) also

provide a synthetic overview of the main concepts of the ecological approach.

The label “ecological” reflects two main themes that distinguish this

approach from more established views. First, perception is an achievement

of animal-environment systems, not simply animals (or their brains). What

makes up the environment of a particular animal is part of this theory of

perception. Second, the main purpose of perception is to guide action, so a

theory of perception cannot ignore what animals do. The kinds of activities

that a particular animal does, e.g. how it eats and moves, are part of this theory

of perception.

9.2.1 The ecological approach to perception

Direct versus indirect perception

The ecological approach is considered controversial because of one central

claim: perception is direct. To understand the claim we can contrast it with

the more traditional view.

Roughly speaking, the classical theory of perception states that percep-

tion and motor control depend upon internal referents, such as the retina for

vision and cochlea for audition. These internal, psychological referents for

the description and control of motion are known as sensory reference frames.

Sensory reference frames are necessary if sensory stimulation is ambiguous

(i.e. impoverished) with respect to external reality; in this case, our position

and motion relative to the physical world cannot be perceived directly, but can

only be derived indirectly from motion relative to sensory reference frames.

Motion relative to sensory reference frames often differs from motion relative

to physical reference frames (e.g. if the eye is moving relative to the external
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environment). For this reason, sensory reference frames provide only an in-

direct relation to physical reference frames. For example, when objects in the

world reflect light, the pattern of light that reaches the back of the eye (the

retina) has lost and distorted a lot of detail. The role of perception is then

fixing the input and adding meaningful interpretations to it so that the brain

can make an inference about what caused that input in the first place. This

means that accuracy depends on the perceiver’s ability to “fill in the gaps”

between motion defined relative to sensory reference frames and motion de-

fined relative to physical reference frames, and this process requires inferential

cognitive processing.

A theory of direct perception, in contrast, argues that sensory stimula-

tion is determined in such a way that there exists a 1:1 correspondence between

patterns of sensory stimulation and the underlying aspects of physical real-

ity (Gibson, 1986). This is a very strong assumption, since it basically says that

reality is fully specified in the available sensory stimulation. Gibson (1986)

provides the following example in the domain of visual perception, which

supports, in his opinion, the direct perception theory. If one assumes that

objects are isolated points in otherwise empty space, then their distances on a

line projecting to the eye cannot be discriminated, as they stimulate the same

retinal location. Under this assumption it is correct to state that distance is

not perceivable by eye alone. However Gibson argues that this formulation

is inappropriate for describing how we see. Instead he emphasises that the

presence of a continuous background surface provides rich visual structure.

Including the environment and activity into the theory of perception

allows a better description of the input, a description that shows the input to

be richly structured by the environment and the animal’s own activities. Ac-

cording to Gibson, this realisation opens up the new possibility that perception

might be veridical. A relevant consequence of the direct perception approach

is that sensory reference frames are unnecessary: if perception is direct, then

anything that can be perceived can also be measured in the physical world.
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Energy flows and invariants

Consider the following problem in visual perception: how can a perceiver

distinguish the motion of an object from his/her own motion? Gibson (1986)

provides an ecological solution to this problem, from which some general

concepts can be introduced. The solution goes as follows: since the retinal

input is ambiguous, it must be compared with other input. A first example

of additional input is the information on whether any muscle commands had

been issued to move the eyes or the head or the legs. If no counter-acting

motor command is detected, then object motion can be concluded; on the con-

trary, if such motor commands are present then this will allow the alternative

conclusion of self-motion. When the observer is moved passively (e.g. in a

train), other input must be taken into account: an overall (global) change in the

pattern of light indicates self-motion, while a local change against a stationary

background indicates object motion.

This argument opened a new field of research devoted to the study of

the structure in changing patterns of light at a given point of observation:

the optic flow. The goal of this research is to discover particular patterns,

called invariants, which are relevant to perception and hence to action of an

animal immersed in an environment. Perceivers exploit invariants in the optic

flow, in order to effectively guide their activities. Carello and Turvey (2002)

provide the following instructive example: a waiter, who rushes towards the

swinging door of the restaurant kitchen, adjusts his motion in order to control

the collision with the door: he maintains enough speed to push through the

door, and at the same time he is slow enough not to hurt himself. In order for

his motion to be effective he must know when a collision will happen and how

hard the collision will be. One can identify structures in the optic flow that are

relevant to these facts: these are examples of quantitative invariants.

The above considerations apply not only to visual perception but also to

other senses, including audition (see Section 9.2.2). Moreover, recent research

has introduced the concept of global array (Stoffregen and Bardy, 2001). Ac-

cording to this concept, individual forms of energy (such as optic or acoustic

flows) are subordinate components of a higher-order entity, the global array,



9.2. Ecological acoustics 351

which consists of spatio-temporal structure that extends across many dimen-

sions of energy. The general claim underlying this concept is that observers are

not separately sensitive to structures in the optic and acoustic flows but, rather,

observers are directly sensitive to patterns that extend across these flows, that

is, to patterns in the global array.

Stoffregen and Bardy (2001) exemplify this concept by examining the

well known McGurk effect (McGurk and MacDonald, 1976), which is widely

interpreted as reflecting general principles of intersensory interaction. Studies

of this effect use audio-visual recordings in which the visual portion shows a

speaker saying one syllable, while the audio track contains a different syllable.

Observers are instructed to report the syllable that they hear, and perceptual

reports are strongly influenced by the nominally ignored visible speaker. One

of the most consistent and dramatic findings is that perceptual reports fre-

quently are not consistent with either the visible or the audible event. Rather,

observers often report “a syllable that has not been presented to either modality

and that represents a combination of both”. The wide interest in the McGurk

effect arises in part from the need to explain why and how the final percept

differs from the patterns in both the optic and acoustic arrays. In particular,

Stoffregen and Bardy (2001) claim that the McGurk effect is consistent with

the general idea that perceptual systems do not function independently, but

work in a cooperative manner to pick up higher-order patterns in the global

array. If speech perception is based on information in the global array then

it is unnatural (or at least uncommon), for observers who can both see and

hear the speaker, to report only what they hear. The global array provides

information about what is being said, rather than about what is visible or what

is audible: multiple perceptual systems are stimulated simultaneously and the

stimulation has a single source (i.e. a speaker). In research on the McGurk

effect the discrepancy between the visible and audible consequences of speech

is commonly interpreted as a conflict between the two modalities, but it could

also be interpreted as creating information in the global array that specifies the

experimental manipulation, that is, the global array may specify that what is

seen and what is heard arise from two different speech acts.
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Affordances

The most radical contribution of Gibson’s theory is probably the notion of

affordance. Gibson (1986, p. 127) uses the term affordance as the noun form

of the verb “to afford”. The environment of a given animal affords things for

that animal. What kinds of things are afforded? The answer is that behaviours

are afforded. A stair with a certain proportion of a person’s leg length affords

climbing (is climbable); a surface which is rigid relative to the weight of an

animal affords stance and traversal (is traversable); a ball which is falling with

a certain velocity, relative to the speed that a person can generate in running

toward it, affords catching (is catchable), and so on. Therefore, affordances are

the possibilities for action of a particular animal-environment setting; they are

usually described as “-ables”, as in the examples above. What is important is

that affordances are not determined by absolute properties of objects and envi-

ronment, but depend on how these relate to the characteristics of a particular

animal, e.g. size, agility, style of locomotion, and so on (Stoffregen, 2000).

The variety of affordances constitute ecological reformulations of the

traditional problems of size, distance, and shape perception. Note that affor-

dances and events are not identical and, moreover, that they differ from one

another in a qualitative manner (Stoffregen, 2000). Events are defined without

respect to the animal, and they do not refer to behaviour. Instead, affordances

are defined relative to the animal and refer to behaviour (i.e. they are animal-

environment relations that afford some behaviour). The concept of affordance

thus emphasises the relevance of activity to defining the environment to be

perceived.

9.2.2 Everyday sounds and the acoustic array

Ecological psychology has traditionally concentrated on visual perception.

There is now interest in auditory perception and in the study of the acoustic

array, the auditory equivalent of the optic array.

The majority of the studies in this field deal with the perception of prop-

erties of environment, objects, surfaces, and their changing relations, which
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is a major thread in the development of ecological psychology in general. In

all of this research, there is an assumption that properties of objects, surfaces,

and events are perceived as such. Therefore studies in audition investigate the

identification of sound source properties, such as material, size, shape, and so

on.

Two companion papers by Gaver (1993a,b) have greatly contributed to

the build-up of a solid framework for ecological acoustics. Specifically, Gaver

(1993a) deals with foundational issues, addresses such concepts as the acoustic

array and acoustic invariants, and proposes a sort of “ecological taxonomy” of

sounds.

Musical listening versus everyday listening

Gaver (1993a) introduces the concept of everyday listening, as opposed to

musical listening. When a listener hears a sound, she/he might concentrate

on attributes like pitch, loudness, and timbre, and their variations over time.

Or she/he might notice its masking effect on other sounds. Gaver refers to

these as examples of musical listening, meaning that the considered perceptual

dimensions and attributes have to do with the sound itself, and are those used

in the creation of music.

On the other hand, the listener might concentrate on the characteristics

of the sound source. As an example, if the sound is emitted by a car engine the

listener might notice that the engine is powerful, that the car is approaching

quickly from behind, or even that the road is a narrow alley with echoing walls

on each side. Gaver refers to this as an example of everyday listening, the

experience of listening to events rather than sounds. In this case the perceptual

dimensions and attributes have to do with the sound-producing event and its

environment, rather than the sound itself.

Everyday listening is not well understood by traditional approaches to

audition, although it forms most of our experience of hearing the day-to-day

world. Descriptions of sound in traditional psychoacoustics are typically based

on Fourier analysis and include frequency, amplitude, phase, and duration.

Traditional psychoacoustics takes these “primitive” parameters as the main
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dimensions of sound and tries to map them into corresponding “elemental”

sensations (e.g. the correspondence between sound amplitude and perceived

loudness, or between frequency and perceived pitch). This kind of approach

does not consider higher-level structures that are informative about events.

Everyday listening needs a different theoretical framework, in order to

understand listening and manipulate sounds along source-related dimensions

instead of sound-related dimensions. Such a framework must answer two

fundamental questions. First, it has to develop an account of ecologically

relevant perceptual attributes, i.e. the features of events that are conveyed

through listening. Thus the first question asked by Gaver (1993a) is: “What

do we hear?”. Second, it has to develop an ecological acoustics, that describes

which acoustic properties of sounds are related to information about the sound

sources. Thus the second question asked by Gaver (1993b) is: “How do we

hear it?”

Acoustic flow and acoustic invariants

Any source of sound involves an interaction of materials. Let us go back to the

above example of hearing an approaching car: part of the energy produced in

the engine produces vibrations in the car, instead of contributing to its motion.

Mechanical vibrations, in turn, produce waves of acoustic pressure in the air

surrounding the car, where the waveforms follows the movement of the car’s

surfaces (within limits determined by the frequency-dependent coupling of

the surface’s vibrations to the medium). These pressure waves then contain

information about the vibrations that caused them, and result in a sound

signal from which a listener might obtain such information. More in general,

the patterns of vibration produced by contacting materials depend both on

contact forces, duration of contact, and time-variations of the interaction, as

well as sizes, shapes, materials, and textures of the objects.

Sound also conveys information about the environment in which the

event have occurred. In everyday conditions, a listener’s ear is reached not

only by the direct sound but also by the reflections of sound over various

other objects in the environment, resulting in a coloration of the spectrum.
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In addition, the transmitting medium also has an influence on sound signals:

dissipation of energy, especially at high-frequency, increases with the path

travelled by the sound waves and thus carries information about the distance

of the source. Another example is the Doppler effect, which is produced when

sound sources and listeners are in relative motion, and results in a shift of

the frequencies. Changes in loudness caused by changes in distance from

a moving sound source may provide information about time-to-contact in a

fashion analogous to changes in visual texture. The result is an acoustic array,

analogous to the optical array described previously.

Several acoustic invariants can be associated to sound events: for in-

stance, several attributes of a vibrating solid, including its size, shape, and

density, determine the frequencies of the sound it produces. It is quite obvious

that a single physical parameters can influence simultaneously many different

sound parameters. As an example, changing the size of an object will scale

the sound spectrum, i.e. will change the frequencies of the sound but not their

pattern. On the other hand, changing the object shape results in a change of

both the frequencies and their relationships. Gaver argues that these complex

patterns of change may serve as information for distinguishing the responsible

physical parameters: ecological acoustics focuses on discovering this kind of

acoustic invariants.

Maps of everyday sounds

As already mentioned, Gaver has proposed an ecological categorisation of

everyday sounds.

A first category includes sounds generated by solid objects. The pattern

of vibrations of a given solid is structured by a number of its physical attributes.

Properties can be grouped in terms of attributes of the interaction that has

produced the vibration, those of the material of the vibrating objects, and

those of the geometry and configuration of the objects.

Aerodynamic sounds are caused by the direct introduction and modi-

fication of atmospheric pressure differences from some source. The simplest

aerodynamic sound is exemplified by an exploding balloon. Other aerody-
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namic sounds, e.g. the noise of a fan, are caused by more continuous events.

Another sort of aerodynamic event involves situations in which changes in

pressure themselves transmit energy to objects and set them into vibration (for

example, when wind passes through a wire).

Sound-producing events involving liquids (e.g. dripping and splashing)

are similar to those of vibrating solids: they depend on an initial deformation

that is counter-acted by restoring forces in the material. The difference is that

no audible sound is produced by the vibrations of the liquid. Instead, the

resulting sounds are created by the resonant cavities (bubbles) that form and

oscillate in the surface of the liquid. As an example, a solid object that hits

a liquid pushes it aside and forms a cavity that resonates to a characteristic

frequency, amplifying and modifying the pressure wave formed by the impact

itself.

Although all sound-producing events involve any of the above cate-

gories (vibrating solids, aerodynamic, or liquid interactions), many also de-

pend on complex patterns of simpler events. As an example, footsteps are tem-

poral patterns of impact sounds. The perception of these patterned sounds is

also related to the timing of successive events, (e.g. successive footstep sounds

must occur within a range of rates and regularities in order to be perceived as

walking). A slightly more complex example is a door slam, which involves the

squeak of scraping hinges and the impact of the door on its frame. This kind of

compound sounds involve mutual constraints on the objects that participate

in related events: concatenating the creak of a heavy door closing slowly with

the slap of a slammed light door would probably not sound natural.

Starting from these considerations, Gaver derived a tentative map of

everyday sounds, which is shown in figure 9.1 and discussed in the following.

• Basic Level Sources: consider, for example, the region describing sounds

made by vibrating solids. Four different sources of vibration in solids

are indicated as basic level events: deformation, impacts, scraping and

rolling.

• Patterned Sources involve temporal patterning of basic events. For in-

stance, walking, as described above, but also breaking, spilling, and so on,
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Figure 9.1: A map of everyday sounds. Complexity increases towards the

center. Figure based on Gaver (1993a).

are all complex events involving patterns of simpler impacts. Similarly,

crumpling or crushing are examples of patterned deformation sounds. In

addition, other sorts of information are made available by their temporal

complexity. For example, the regularity of a bouncing sound provides

information about the symmetry of the bouncing object.

• Compound events involve more than one type of basic level event. An

example is the slamming door discussed above. Other examples are the

sounds made by writing, which involve a complex series of impacts and

scrapes over time, while those made by bowling involve rolling followed

by impact sounds.

• Hybrid events involve yet another level of complexity in which more
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than one basic type of material is involved. As an example, the sounds

resulting from water dripping on a reverberant surface are caused both

by the surface vibrations and the quickly-changing reverberant cavities,

and thus involve attributes both of liquid and vibrating solid sounds.

9.2.3 Relevant studies

Although still quite “young”, the literature on ecological acoustics has pro-

duced a number of relevant results in the last 20 years. In the following we

briefly review some of the most influential studies, classified according to the

categorisation by Gaver discussed above: basic, patterned, compound, and

hybrid sources. It has to be noted that most of these studies are concerned

with sound events produced from interactions of solids objects, while sound-

producing events that involve liquids and aerodynamic interactions have been

addressed less frequently. A reason for this is probably that sounds from solids

are especially interesting when talking about interaction: auditory feedback is

frequently generated when we touch or interact with objects, and these sounds

often convey potentially useful information regarding the nature of the objects

with which we are interacting.

Basic level sources

Many studies have investigated the perception of object material from impact

sounds. Wildes and Richards (1988) tried to find an acoustical parameter that

could characterise material type independently from variations in other fea-

tures (e.g. size or shape). Materials can be characterised using a coefficient

of internal friction, which measures anelasticity (in ascending order of anelas-

ticity we have steel, glass, wood and rubber). This coefficient is measurable

using both the quality factor Q and the decay time te of vibration, the latter

being the time required for amplitude to decrease to 1/e of its initial value.

Decreasing anelasticity results in increasing Q and te.

Lutfi and Oh (1997) performed a study on material discrimination in

synthetic struck clamped bar sounds. Stimuli were synthesised by varying
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elasticity and density of the bars, with values taken in the ranges of various

metals, glass, and crystal. Perturbations on parameter values were applied ei-

ther to all the frequency components together (lawful covariation) or indepen-

dently to each of them (independent perturbation). Listeners were presented

with a pair of stimuli, were given a target material (either iron or glass), and

had to tell which of two presented stimuli was produced by the target mate-

rials. Participants performance was analyzed in terms of the weights given to

three different acoustical parameters: frequency, decay, and amplitude. Data

revealed that discrimination was mainly based on frequency in all conditions,

with amplitude and decay rate being of secondary importance.

Klatzky et al. (2000) also investigated material discrimination in stimuli

with variable frequency and internal friction. In a first experimental setup

subjects were presented with pairs of stimuli and had to judge on a continuous

scale the perceived difference in the materials. In another experiment they

were presented with one stimulus and had to categorise the material using

four response alternatives: rubber, wood, glass and steel. Results indicated

that judgments of material difference were significantly influenced by both

the friction coefficient and the fundamental frequency. An effect of both these

variables was found in a categorisation task: for lower decay factors steel and

glass were chosen over rubber and plexiglass. Glass and wood were chosen

for higher frequencies than steel and plexiglass.

Besides material, another relevant ecological dimension of impact sounds

is the hardness of collision. Freed (1990) tried to relate hardness to some

attack-related timbral dimensions. His stimuli were generated by percussing

four cooking pans, with variable diameter, by means of six mallets of variable

hardness. Mallet hardness ratings were found to be independent of the size

of the pans, thus revealing the ability to judge properties of the percussor

independently of properties of the sounding object. The analysis of results

showed that the useful information for mallet hardness rating was contained

in the first 300 ms of the signals. Four acoustical indices were measured in

this sound attack portion: average spectral level, spectral level slope (i.e. rate

of change in spectral level, a measure of damping), average spectral centroid,

and spectral centroid TWA (time weighted average). These acoustical indices
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were used as predictors in a multiple regression analysis and were found to

account for 75% of the variance of the ratings.

When we consider continuous contact (e.g. scraping) instead of impul-

sive contact, a relevant ecological dimension is surface roughness. In a classic

study, Lederman (1979) compared the effectiveness of tactile and auditory in-

formation in judging the roughness of real surfaces. Roughness of aluminum

plates was manipulated by varying the distance between adjacent grooves of

fixed width, or by varying the width of the grooves. Subjects were given the

task to rate numerically the roughness. In one condition participants only

listened to the sounds generated by the experimenter by moving his fingertips

on the plate. In a second condition subjects were asked to move their fingertips

onto the plate while wearing cotton plugs and earphones. In a third condition

they were able to hear the sounds they generated when touching the plate. Re-

sults showed that when both tactile and auditory information were present, the

tactile one dominated in determining experimental performance. Roughness

estimates were shown to increase as both the distance between grooves and

the width of the grooves decreased. More recent research by Lederman and

coworkers has focused on roughness perception when the surface is explored

using a rigid probe rather than with the bare skin: as the probe provides a rigid

link between the skin and the surface, vibratory roughness perception occurs

in this case. Lederman et al. (2002) investigated relative contributions of haptic

and auditory information to roughness judgments. Stimuli were obtained by

asking subjects to explore with a probe a set of plates with periodic textures

of varying inter-element spacings. Three conditions were used: touch-only,

audition-only, and touch+audition. Results showed that, although dominance

of haptic information was still found, sound played a more relevant role than

in the case of direct contact with fingers. The authors argue that this may be

due not only to the different interaction conditions, but also to the fact that

the amplitude of the produced sounds is considerably greater for probe-based

exploration than for bare skin contact.

The auditory perception of geometric properties of interacting objects

has also been investigated. Carello et al. (1998) studied the recognition of the

length of wood rods dropped on the floor. In their experiments subjects judged
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the perceived length by adjusting the distance of a visible surface in front of

them. Subjects were found to be able to scale length of the rods consistently

and physical length was found to correlate strongly with estimated length.

Analysis of the relationship between the acoustical and perceptual levels was

carried on using three acoustical features: signal duration, amplitude and

spectral centroid. None of the considered acoustical variables predicted length

estimates better than actual length. Length estimates were then explained by

means of an analysis of the moments of inertia of a falling rod. Results of these

latter analysis show potential analogies between the auditory and the tactile

domain.

Patterned and compound sources

According to figure 9.1, patterned sound sources include bouncing, breaking,

walking, and so on. Many of these everyday sounds have been investigated

in the literature. Warren and Verbrugge (1988) studied acoustic invariants in

bouncing and breaking events, and distinguished between two classes of in-

variants: structural invariants that specify the properties of the objects, and

transformational invariants that specify their interactions and changes. War-

ren and Verbrugge investigated the nature of the transformational invariants

that allow identification of breaking and bouncing events. On the basis of a

physical analysis the authors hypothesised that the nature of these invariants

was essentially temporal, static spectral properties having little or no role.

Experimental stimuli were generated by dropping one of three different glass

objects on the floor from different heights, so that for each of the objects a

bouncing event and a breaking one were recorded. Once the ability of par-

ticipants to correctly identify these two types of events was assessed with

the original stimuli, two further experiments were conducted using synthetic

stimuli. The bouncing event was synthesised by superimposing four trains

of damped quasi-periodic pulses, each one generated from a recorded frame

of a bouncing glass sound, all with the same damping. The breaking event

was synthesised by superimposing the same sequences, but using different

damping coefficients for each of them. Identification performance was ex-

tremely accurate in all cases, despite the strong simplifications of the spectral
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and temporal profile of the acoustical signal. The transformational invariants

for bouncing was then identified as a single damped quasi-periodic sequence

of pulses, while that for breaking was identified as a multiple damped quasi-

periodic sequence of pulses.

Repp (1987) reports a study on auditory perception of another patterned

sound composed of impact events: hands clapping. In particular he hypoth-

esised that subjects are able to recognise size and configuration of clapping

hands from the auditory information. Recognition of hands size was also

related to recognition of the gender of the clapper, given that males have

in general bigger hands than females. In a first experiment, clapper gender

and hand size recognition from recorded clapping sounds were investigated.

Overall clapper recognition was not good, although listeners performance in

the identification of their own claps was much better. Gender recognition was

barely above chance. Gender identification appeared to be guided by miscon-

ceptions: faster, higher-pitched and fainter claps were judged to be produced

by females and vice-versa. In a second experiment subjects had to recognise

the configuration of clapping hands. In this case performance was quite good:

although hands configuration was a determinant of the clapping sound spec-

trum, the best predictor of performance was found to be clapping rate, spectral

variables having only a secondary role.

A study on gender recognition in walking sounds is reported by Li et al.

(1991). Subjects were asked to categorise the gender of the walker on the basis

of four recorded walking sequences. Results show that recognition levels are

well above chance. Several anthropometric measures were collected on the

walkers (height, weight and shoe size). Duration analysis on the recorded

walking excerpts indicated that female and male walkers differed with respect

to the relative duration of stance and swing phases, but not with respect to

walking speed. Nonetheless judged maleness was significantly correlated with

this latter variable, and not with the former. Several spectral measures were

derived from the experimental stimuli (spectral centroid, skewness, and kur-

tosis, spectral mode, average spectral level, and low and high spectral slopes).

Two components were then derived from principal components analysis, and

were then used as predictors for both physical and judged gender. Overall
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male walkers were characterised by lower spectral centroid, mode and high

frequency energy, and by higher skewness, kurtosis and low-frequency slope.

These results were then tested in a further experiment. Stimuli were gener-

ated by manipulating the spectral mode of the two most ambiguous walking

excerpts. Consistently with previous analyses, the probability of choosing the

response “male” was found to decrease as spectral mode increased. A final

experiment showed that judged gender could be altered by having a walker

wear shoes of the opposite gender.

Unlike the previous studies, the work of Gygi et al. (2004) did not focus

on a specific event or feature. Instead the authors use for their experiments

a large (70) and varied catalogue of sounds, which covers “nonverbal hu-

man sounds, animal vocalisations, machine sounds, the sounds of various

weather conditions, and sounds generated by human activities”. Patterned,

compound, and hybrid sounds (according to the terminology used by Gaver)

are included, e.g. beer can opening, bowling, bubbling, toilet flushing, etc. The

experiments applied to non-verbal sound an approach adopted in speech per-

ception studies, namely the use of low-, high-, and bandpass filtered speech

to assess the importance of various frequency regions for speech identifica-

tion. The third experiment is perhaps the most interesting one. The authors

seem to follow an approach already suggested by Gaver (1993b): “[. . . ] if one

supposes that the temporal features of a sound are responsible for the per-

ception of some event, but that its frequency makeup is irrelevant, one might

use the amplitude contour from the original sound to modify a noise burst.”.

Results from this experiment show that identifiability is heavily affected by

experience and has a strong variability between sounds. The authors tried to

quantify the relevance of temporal structures through a selection of time- and

frequency-domain parameters, including statistics of the envelope (a measure

of the envelope “roughness”), autocorrelation statistics (to reveal periodicities

in the waveform), and moments of the long term spectrum (to see if some

spectral characteristics were preserved when the spectral information was

drastically reduced). Correlation of these parameters with the identification

results showed that three variables were mainly used by listeners: number of

autocorrelation peaks, ratio of burst duration to total duration, cross-channel

correlation. These are all temporal features, reflecting periodicity, amount of
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silence, and coherence of envelope across channels.

9.3 Multimodal perception and interaction

9.3.1 Combining and integrating auditory information

Humans achieve robust perception through the combination and integration

of information from multiple sensory modalities. According to some authors,

multisensory perception emerges gradually during the first months of life, and

experience significantly shapes multisensory functions. By contrast, a different

line of thinking assumes that sensory systems are fused at birth, and the single

senses differentiate later. Empirical findings in newborns and young children

have provided evidence for both views. In general experience seems to be

necessary to fully develop multisensory functions.

Sensory combination and integration

Looking at how multisensory information is combined, two general strategies

can be identified (Ernst and Bülthoff, 2004): the first is to maximise information

delivered from the different sensory modalities (sensory combination). The

second strategy is to reduce the variance in the sensory estimate to increase its

reliability (sensory integration).

Sensory combination describes interactions between sensory signals that

are not redundant: they may be in different units, coordinate systems, or about

complementary aspects of the same environmental property. Disambiguation

and cooperation are examples for this kind of interactions: if a single modality

is not enough to provide a robust estimate, information from several modalities

can be combined. As an example, object recognition is achieved through

different modalities that complement each other and increase the information

content.

By contrast, sensory integration describes interactions between redun-

dant signals. Ernst and Bülthoff (2004) illustrate this concept with an example:
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when knocking on wood at least three sensory estimates about the location

of the knocking event can be derived: visual, auditory and proprioceptive.

In order for these three location signals to be integrated, they first have to be

transformed into the same coordinates and units. For this, the visual and audi-

tory signals have to be combined with the proprioceptive neck-muscle signals

to be transformed into body coordinates. The process of sensory combination

might be non-linear. At a later stage the three signals are then integrated to

form a coherent percept of the location of the knocking event.

There are a number of studies that show that vision dominates the in-

tegrated percept in many tasks, while other modalities (in particular audition

and touch) have a less marked influence. This phenomenon of visual dom-

inance is often termed visual capture. As an example, it is known that in

the spatial domain vision can bias the perceived location of sounds whereas

sounds rarely influence visual localisation. One key reason for this asymmetry

seems to be that vision provides more accurate location information.

In general, however, the amount of cross-modal integration depends on

the features to be evaluated or the tasks to be accomplished. The modality

precision or modality appropriateness hypothesis by Welch and Warren (1986)

is often cited when trying to explain which modality dominates under what

circumstances. These hypotheses state that discrepancies are always resolved

in favour of the more precise or more appropriate modality. As an example,

the visual modality usually dominates in spatial tasks, because it is the most

precise at determining spatial information. For temporal judgments however

the situation is reversed and audition, being the more appropriate modality,

usually dominates over vision. In texture perception tasks, haptics dominates

on other modalities, and so on. With regard to this concept, Ernst and Bülthoff

(2004) note that the terminology modality precision and modality appropri-

ateness can be misleading because it is not the modality itself or the stimulus

that dominates: the dominance is determined by the estimate and how reliably

it can be derived within a specific modality from a given stimulus. Therefore,

the term estimate precision would probably be more appropriate. The authors

also list a series of questions for future research, among which one can find

“What are the temporal aspects of sensory integration?”. This is a particu-
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larly interesting question in the context of this chapter since, as already noted,

temporal aspects are especially related to audition.

Auditory capture and illusions

Psychology has a long history of studying intermodal conflict and illusions

in order to understand mechanisms of multisensory integration. Much of the

literature on multisensory perception has focused on spatial interactions: an

example is the ventriloquist effect, in which the perceived location of a sound

shifts towards a visual stimulus presented at a different position. Identity in-

teractions are also studied: an example is the already mentioned McGurk effect

(McGurk and MacDonald, 1976), in which what is being heard is influenced

by what is being seen (for example, when hearing /ba/ but seeing the speaker

say /ga/ the final perception may be /da/).

As already noted, the visual modality does not always win in cross-

modal tasks. In particular, the senses can interact in time, i.e they interact

in determining not what is being perceived or where it is being perceived,

but when it is being perceived. The temporal relationships between inputs

from the different senses play an important role in multisensory integration.

Indeed, a window of synchrony between auditory and visual events is crucial

even in the spatial ventriloquist effect, which disappears when the audio-

visual asynchrony exceeds approximately 300 ms. This is also the case in the

McGurk effect, which fails to occur when the audio-visual asynchrony exceeds

200 − 300 ms.

There is a variety of cross-modal effects that demonstrate that, outside

the spatial domain, audition can bias vision. In a recent study, Shams et al.

(2002) presented subjects with a briefly flashed visual stimulus that was ac-

companied by one, two or more auditory beeps. There was a clear influence

of the number of auditory beeps on the perceived number of visual flashes.

That is, if there were two beeps subjects frequently reported seeing two flashes

when only one was presented. Maintaining the terminology above, this effect

may be called auditory capture.

Another recent study by Morein-Zamir et al. (2003) has tested a related
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hypothesis: that auditory events can alter the perceived timing of target lights.

Specifically, four experiments reported by the authors investigated whether

irrelevant sounds can influence the perception of lights in a visual temporal

order judgment task, where participants judged which of two lights appeared

first. The results show that presenting one sound before the first light and

another one after the second light improves performance relative to baseline

(sounds appearing simultaneously with the lights), as if the sounds pulled the

perception of lights further apart in time. More precisely, the performance

improvement results from the second sound trailing the second light. On the

other hand, two sounds intervening between the two lights lead to a decline in

performance, as if the sounds pulled the lights closer together. These results

demonstrate a temporal analogue of the spatial ventriloquist effect.

These capture effects, or broadly speaking, these integration effects, are

of course not only limited to vision and audition. In principle they can occur

between any modalities (even within modalities). In particular some authors

have investigated whether audition can influence tactile perception similarly

to what Shams et al. (2002) have done for vision and audition. Hötting and

Röder (2004) report upon a series of experiments where a single tactile stimulus

was delivered to the right index finger of subjects, accompanied by one to four

task-irrelevant tones. Participants (both sighted and congenitally blind) had

to judge the number of tactile stimuli. As a test of whether possible differences

between sighted and blind people were due to the availability of visual input

during the experiment, half of the sighted participants were run with eyes open

(sighted seeing) and the other half were blindfolded (sighted blindfolded).

The first tone always preceded the first tactile stimulus by 25 ms and the

time between the onsets of consecutive tones was 100 ms. Participants were

presented with trials made of a single tactile stimulus accompanied by no, one,

two, three or four tones. All participants reported significantly more tactile

stimuli when two tones were presented than when no or only one tone was

presented. Sighted participants showed a reliable illusion for three and four

tones as well, while blind participants reported a lower number of perceived

tactile stimuli than sighted seeing or sighted blindfolded participants. These

results extend the finding of the auditory-visual illusion established by Shams

et al. (2002) to the auditory-tactile domain. Moreover, the results (especially
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the discrepancies between sighted and congenitally blind participants) suggest

that interference by a task-irrelevant modality is reduced if processing accuracy

of the task-relevant modality is high.

Bresciani et al. (2005) conducted a very similar study, and investigated

whether the perception of tactile sequences of two to four taps delivered to

the index fingertip can be modulated by simultaneously presented sequences

of auditory beeps when the number of beeps differs (less or more) from the

number of taps. This design allowed to systematically test whether task-

irrelevant auditory signals can really modulate (influence in both directions)

the perception of tactile taps, or whether the results of Hötting and Röder (2004)

merely reflected an original but very specific illusion. In a first experiment, the

auditory and tactile sequences were always presented simultaneously. Results

showed that tactile tap perception can be systematically modulated by task-

irrelevant auditory inputs. Another interesting point is the fact that subjects

responses were significantly less variable when redundant tactile and auditory

signals were presented rather than tactile signals alone. This suggests that even

though auditory signals were irrelevant to the task, tactile and auditory signals

were probably integrated. In a second experiment, the authors investigate

how sensory integration is affected by manipulation of the timing between

auditory and tactile sequences. Results showed that the auditory modulation

of tactile perception was weaker when the auditory stimuli were presented

immediately before the onset or after the end of the tactile sequences. This

modulation completely vanished with a 200 ms gap between the auditory and

tactile sequences. Shams et al. (2002) found that the temporal window in which

audition can bias the perceived number of visual flashes is about 100 ms. These

results suggest that the temporal window of auditory-tactile integration might

be wider than for auditory-visual integration.

The studies discussed above provide evidence of the fact that the more

salient (or reliable) a signal is, the less susceptible to bias this signal should

be. In the same way, the more reliable a biasing signal is, the more bias it

should induce. Therefore, the fact that auditory signals can bias both visual

and tactile perception probably indicates that, when counting the number of

events presented in a sequence, auditory signals are more reliable than both
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visual and tactile signals. When compared to the studies by Shams et al. (2002),

the effects observed on tactile perception are relatively small. This difference

in the magnitude of the auditory-evoked effects likely reflects a higher saliency

of tactile than visual signals in this kind of non-spatial task.

Other authors have studied auditory-tactile integration in surface tex-

ture perception. Lederman and coworkers, already mentioned in Section 9.2.3,

have shown that audition had little influence on texture perception when par-

ticipants touched the stimulus with their fingers (Lederman, 1979). However,

when the contact was made via a rigid probe, with a consequent increase of

touch-related sound and a degradation of tactile information, auditory and

tactile cues were integrated (Lederman et al., 2002). These results suggest

that although touch is mostly dominant in texture perception, the degree of

auditory-tactile integration can be modulated by the reliability of the single-

modality information

A related study was conducted by Guest et al. (2002). In their experi-

mental setup, participants had to make forced-choice discrimination responses

regarding the roughness of abrasive surfaces which they touched briefly. Tex-

ture sounds were captured by a microphone located close to the manipulated

surface and subsequently presented through headphones to the participants

in three different conditions: veridical (no processing), amplified (12dB boost

on the 2 − 20kHz band), and attenuated (12dB attenuation in the same band).

The authors investigated two different perceptual scales: smooth-rough, and

moist-dry. Analysis of discrimination errors verified that attenuating high fre-

quencies led to a bias towards an increased perception of tactile smoothness

(or moistness), and conversely the boosted sounds led to a bias towards an

increased perception of tactile roughness (or dryness). This work is partic-

ularly interesting from a sound-design perspective, since it investigates the

effects of a non-veridical auditory feedback (not only the spectral envelope is

manipulated, but sounds are picked up in the vicinity of the surface and are

therefore much louder than in natural listening conditions).
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9.3.2 Perception is action

Embodiment and enaction

According to traditional mainstream views of perception and action, percep-

tion is a process in the brain where the perceptual system constructs an internal

representation of the world, and eventually action follows as a subordinate

function. This view of the relation between perception and action makes then

two assumptions. First, the causal flow between perception and action is pri-

marily one-way: perception is input from world to mind, action is output from

mind to world, and thought (cognition) is the mediating process. Second, per-

ception and action are merely instrumentally related to each other, so that each

is a means to the other. If this kind of “input-output” picture is right, then it

must be possible, at least in principle, to disassociate capacities for perception,

action, and thought.

Although everyone agrees that perception depends on processes taking

place in the brain, and that internal representations are very likely produced in

the brain, more recent theories have questioned such a modular decomposition

in which cognition interfaces between perception and action. The ecological

approach discussed in Section 9.2 rejects the one-way assumption, but not the

instrumental aspect of the traditional view, so that perception and action are

seen as instrumentally interdependent. Others argue that a better alternative

is to reject both assumptions: the main claim of these theories is that it is not

possible to disassociate perception and action schematically, and that every

kind of perception is intrinsically active and thoughtful: perception is not a

process in the brain, but a kind of skillful activity on the part of the animal

as a whole. As stated by Noë (2005), only a creature with certain kinds of

bodily skills (e.g. a basic familiarity with the sensory effects of eye or hand

movements, etc.) could be a perceiver.

One of the most influential contributions in this direction is due to Varela

et al. (1991) (see O’Regan and Noë, 2001, for a detailed review of other works

based on similar ideas). They presented an “enactive conception” of experi-

ence, which is not regarded as something that occurs inside the animal, but

rather as something that the animal enacts as it explores the environment in
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cry

Figure 9.2: A cartoon representation of traditional views of the perception-

action functions as a causal one-way flow.

which it is situated. In this view, the subject of mental states is the embodied,

environmentally-situated animal. The animal and the environment form a

pair in which the two parts are coupled and reciprocally determining. Per-

ception is thought of in terms of activity on the part of the animal. The term

“embodied” is used by the authors as a mean to highlight two points: first,

cognition depends upon the kinds of experience that are generated from spe-

cific sensorimotor capacities. Second, these individual sensorimotor capacities

are themselves embedded in a biological, psychological, and cultural context.

Sensory and motor processes, perception and action, are fundamentally insep-

arable in cognition.

O’Regan and Noë (2001) have introduced closely related concepts, ac-

cording to which perception consists in exercising an exploratory skill. The
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authors illustrate their approach with an example: the sensation of softness

that one might experience in holding a sponge consists in being aware that

one can exercise certain practical skills with respect to the sponge: one can

for example press it, and it will yield under the pressure. The experience of

softness of the sponge is characterised by a variety of such possible patterns of

interaction with the sponge. The authors term sensorimotor contingencies the

laws that describe these interactions. When a perceiver knows, in an implicit,

practical way, that at a given moment he is exercising the sensorimotor contin-

gencies associated with softness, then he is in the process of experiencing the

sensation of softness.

O’Regan and Noë (2001) then classify sensory inputs according to two

criteria, i.e. corporality and alerting capacity. Corporality is the extent to

which activation in a neural channel systematically depends on movements

of the body. Sensory input from sensory receptors like the retina, the cochlea,

and mechanoreceptors in the skin possesses corporality, because any body

motion will generally create changes in the way sensory organs are positioned

in space, and consequently in the incoming sensory signals (the situation is less

clear for the sense of smell, but sniffing, blocking the nose, moving the head, do

affect olfactory stimulation). Proprioceptive input from muscles also possesses

corporality, because there is proprioceptive input when muscle movements

produce body movements. The authors argue that corporality is one important

factor that explains the extent to which a sensory experience will appear to an

observer as being truly sensory, rather than non-sensory, like a thought, or a

memory. The alerting capacity of sensory input is the extent to which that input

can cause automatic orienting behaviours that capture cognitive processing

resources. According to these definitions, vision, touch, hearing, and smell

have not only high corporality but also high alerting capacity. With high

corporality and high alerting capacity, vision, touch, hearing and smell have

strong phenomenal presence. This is in accordance with the usual assumption

that they are the prototypical sensory modalities.

A possible objection to the definitions of perception and action given

above is that most sensations can be perceived without any exploratory skill

being engaged. For example, having the sensation of red or of a bell ringing
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does not seem to involve the exercising of skills. An immediate counter-

objection is that sensations are never instantaneous, but are always extended

over time, and that at least potentially, they always involve some form of

activity. O’Regan and Noë (2001) refer to a number of experiments, especially

in the domain of visual perception, that support this idea. Experiments on

“change blindness” present observers with displays of natural scenes and ask

them to detect cyclically repeated changes (e.g. large object shifting, changing

colors, and so on). Under normal circumstances a change of this type would

create a transient signal in the visual system that would be detected by low-

level visual mechanisms and would attract attention to the location of the

change. In the “change blindness” experiments, however, conditions were

arranged in such a way that these transients were hidden by superimposing

a brief global flicker over the whole visual field at the moment of the change.

It was shown that in this condition observers have great difficulty seeing

changes, even when the changes are extremely large (and are perfectly visible to

someone who knows what they are). Such results contrast with the subjective

impression of “seeing everything” in an observed scene or picture. The authors

regard them as a support to the view that an observer sees the aspects of a scene

which he/she is currently “visually manipulating”, which makes it reasonable

that only a subset of scene elements that share a particular scene location can

be perceived at a given moment.

A related example, again in the domain of visual perception, is dis-

cussed by Noë (2005) who introduces the concept of “experiential blindness”

and reports upon cases where this phenomenon has been observed. According

to Nöe there are, broadly speaking, two different kinds of blindness: blind-

ness due to damage or disruption of the sensitive apparatus (caused by e.g.

cataracts, retinal injury, and so on), and blindness that is not due to the absence

of sensation or sensitivity, but rather to the person’s inability to integrate sen-

sory stimulation with patterns of movement and thought. The latter is termed

experiential blindness because it occurs despite the presence of normal visual

sensation. The author considers attempts to restore sight in congenitally blind

individuals whose blindness is due to cataracts impairing the eye’s sensitivity

by obstructing light on its passage to the retina. The medical literature re-

ports that surgery restores visual sensation, at least to a significant degree, but
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that it does not restore sight. In the period immediately after the operation,

patients suffer blindness despite rich visual sensations. This clearly contrasts

with the traditional input-output picture described at the beginning of this sec-

tion, according to which removing the cataract and letting in the light should

enable normal vision. A related phenomenon is that of blindness caused by

paralysis. Normally the eyes are in nearly constant motion, engaging in sharp

movements several times a second. If the eyes cease moving, they loose their

receptive power. A number of studies are reported by Noë (2005), which show

that images stabilised on the retina fade from view. This is probably an in-

stance of the more general phenomenon of sensory fatigue thanks to which we

do not continuously feel our clothing on our skin, the glasses resting on the

bridge of our nose, or a ring on our finger. This suggests that some minimal

amount of eye and body movement is necessary for perceptual sensation.

Audition and sensory substitution

According to the theories discussed above, the quality of a sensory modality

does not derive from the particular sensory input channel or neural activity

involved in that specific modality, but from the laws of sensorimotor skills that

are exercised. The difference between “hearing” and “seeing” lies in the fact

that, among other things, one is seeing if there is a large change in sensory

input when blinking; on the other hand, one is hearing if nothing happens

when one blinks but there is a left/right difference when one turns the head,

and so on. This line of reasoning implies that it is possible to obtain a visual

experience from auditory or tactile input, provided the sensorimotor laws that

are being obeyed are the laws of vision.

The phenomenon of sensory substitution is coherent with this view.

Perhaps the first studies on sensory substitution are due to Bach-y-Rita who,

starting from 1967, has been experimenting with devices to allow blind people

to “see” via tactile stimulation provided by a matrix of vibrators connected to

a video camera. A comprehensive review of this research stream is provided

by Kaczmarek et al. (1991). The tactile visual substitution systems developed

by Bach-y-Rita and coworkers use matrices of vibratory or electrical cutaneous
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stimulators to represent the luminance distribution captured by a camera on

a skin area (the back, the abdomen, the forehead, or the fingertip). Due to

technical reasons and to bandwidth limitations of tactile acuity, these devices

have a rather poor spatial resolution, being generally matrices of not more

than 20 × 20 stimulators. One interesting result from early studies was that

blind subjects were generally unsuccessful in trying to identify objects placed

in front of a fixed camera. It was only when the observer was allowed to

actively manipulate the camera that identification became possible. Although

subjects initially located the stimulation on the skin area being stimulated, with

practice they started to locate objects in space (although they were still able to

feel local tactile sensation). This point supports the idea that the experience

associated with a sensory modality is not wired into the neural hardware, but

is rather a question of exercising sensorimotor skills: seeing constitutes the

ability to actively modify sensory impressions in certain law-obeying ways.

A certain amount of studies investigate sensory substitution phenomena

that involve audition. One research stream deals with the use of echolocation

devices to provide auditory signals to a user, depending on the direction, dis-

tance, size and surface texture of nearby objects. Such devices have been stud-

ied as prostheses for the blind. Ifukube et al. (1991) designed an apparatus in

which a frequency-modulated ultrasound signal (with carrier and modulating

frequencies in a similar range as that produced by bats for echolocation) is emit-

ted from a transmitting array with broad directional characteristics in order to

detect obstacles. Reflections from obstacles are picked up by a two-channel re-

ceiver and subsequently digitally down-converted by a 50:1 factor, resulting in

signals that are in the audible frequency range and can be presented binaurally

through earphones. The authors evaluated the device through psychophysi-

cal experiments in order to establish whether obstacles may be perceived as

localised sound images corresponding to the direction and the size of the ob-

stacles. Results showed that the auditory feedback was successfully used for

the recognition of small obstacles, and also for discriminating between several

obstacles at the same time without any virtual image.

While such devices cannot provide a truly visual experience, they nev-

ertheless provide users with the clear impression of things being “out in front
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of them”. In this sense, these devices can be thought as variants of the blind

person’s cane. Blind people using a cane sense the external environment that

is being explored through the cane, rather than the cane itself. The tactile

sensations provided by the cane are “relocated” onto the environment, and

the cane itself is forgotten or ignored. O’Regan and Noë (2001) prefer to say

that sensations in themselves are situated nowhere, and that the location of a

sensation is an abstraction constructed in order to account for the invariance

structure of the available sensorimotor contingencies.

A related research was conducted by Meijer (1992), who developed an

experimental system for the conversion of a video stream into sound patterns,

and investigated possible applications of such a device as a vision substitution

device for the blind. According to the image-to-sound mapping chosen by

Meijer, a N ×M pixel image is sampled from the video stream at a given rate,

and converted into a spectrogram in which grey level of the image corresponds

to partial amplitude. Therefore the device potentially conveys more detailed

information than the one developed by Ifukube et al. (1991), since it provides

a representation of the entire scene rather than simply detecting obstacles and

isolated objects. The approach followed by Mejer resembles closely the work

by Bach-y-Rita, except that audition instead of tactile stimulation is used as

substitute for vision. Although from a purely mathematical standpoint the

chosen image-to-sound mapping ensures the preservation of visual informa-

tion to a certain extent, it is clear that perceptually such a mapping is highly

abstract and a priori completely non-intuitive. Accordingly, Meijer (1992) re-

marks that the actual perception of these sound representations remains to be

evaluated. However, it must also be noted that users of such devices some-

times testify that a transfer of modalities indeed takes place1. Again, this

finding is consistent with the sensorimotor theories presented above, since the

key ingredient is the possibility for the user to actively manipulate the device.

1The experience of a visually impaired user, who explicitly described herself as seeing with

the visual-to-auditory substitution device, is reported at http://www.seeingwithsound.

com/tucson2002f.ram
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9.4 Sound modelling for multimodal interfaces

In this final section we discuss recent literature on interactive computer ani-

mation and virtual reality applications. All of these applications involve direct

interaction of an operator with virtual objects and environments and require

multimodal feedback in order to enhance the effectiveness of the interaction.

We will especially focus on the role of auditory feedback, and will emphasise

the relevance of studies in ecological acoustics and multimodal perception,

which we have previously discussed, in aiding the design of multimodal in-

terfaces and virtual environments.

The general topic of the use of sound in interfaces is also addressed in

Chapter 10.

9.4.1 Interactive computer animation and VR applications

The need for multisensory feedback

Typical current applications of interactive computer animation and VR appli-

cations (Srinivasan and Basdogan, 1997) include medicine (surgical simulators

for medical training, manipulation of micro and macro robots for minimally

invasive surgery, remote diagnosis for telemedicine, aids for the disabled such

as haptic interfaces for non-sighted people), entertainment (video games and

simulators that enable the user to feel and manipulate virtual solids, fluids,

tools, and avatars), education (e.g. interfaces giving students the feel of phe-

nomena at nano, macro, or astronomical scales, “what if” scenarios for non-

terrestrial physics, display of complex data sets), industry (e.g. CAD systems

in which a designer can manipulate the mechanical components of an assem-

bly in an immersive environment), and arts (virtual art exhibits, concert rooms,

museums in which the user can log in remotely, for example to play musical

instruments or to touch and feel haptic attributes of the displays, and so on).

Most of the virtual environments (VEs) built to date contain complex visual

displays, primitive haptic devices such as trackers or gloves to monitor hand

position, and spatialised sound displays. However it is being more and more
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acknowledged that accurate auditory and haptic displays are essential in order

to realise the full promise of VEs.

Being able to hear, touch, and manipulate objects in an environment, in

addition to seeing them, provides a sense of immersion in the environment

that is otherwise not possible. It is quite likely that much greater immersion

in a VE can be achieved by synchronizing even simple haptic and auditory

displays with the visual one, than by increasing the complexity of the visual

display alone. Moreover, by skewing the relationship between the haptic and

visual and/or auditory displays, the range of object properties that can be

effectively conveyed to the user can be significantly enhanced. Based on these

considerations, many authors (see for example Hahn et al., 1998 and Srinivasan

and Basdogan, 1997) emphasise the need to make a more concerted effort to

bring the three modalities together in VEs.

The problem of generating effective sounds in VEs has been addressed

in particular by Hahn et al. (1998), who identify three sub-problems: sound

modelling, sound synchronisation, and sound rendering. The first problem has

long been studied in the field of computer music (see also Chapter 8). However,

the primary consideration in VE applications is the effective parametrisation

of sound models so that the parameters associated with motion (changes of

geometry in a scene, user’s gestures) can be mapped to the sound control

parameters, resulting in an effective synchronisation between the visual and

auditory displays. Finally, sound rendering refers to the process of generating

sound signals from models of objects and their movements within a given

environment, which is in principle very much equivalent to the process of

generating images from their geometric models: the sound energy being emit-

ted needs to be traced within the environment, and perceptual processing of

the sound signal may be needed in order to take into account listener effects

(e.g. filtering with Head Related Transfer Functions). The whole process of

rendering sounds can be seen as a rendering pipeline analogous to the image

rendering pipeline.

Until recently the primary focus for sound generation in VEs has been

in spatial localisation of sounds. On the contrary, research about models for

sound sources and mappings between object motion/interaction and sound
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control is far less developed. In Section 9.4.2 we will concentrate on this latter

topic.

Learning the lessons from perception studies

Given the needs and the requirements addressed in the previous section, many

lessons can be learned from the studies in direct (ecological) perception and

in the action-perception loop that we have reviewed in the first part of this

chapter.

The concept of “global array” proposed by Stoffregen and Bardy (2001)

is a very powerful one: the global array provides information that can opti-

mise perception and performance, and that is not available in any other form

of sensory stimulation. Humans may detect informative global array patterns,

and they may routinely use this information for perception and control, in

both VE and daily life. According to Stoffregen and Bardy (2001), in a sense

VE designers do not need to make special efforts to make the global array

available to users: the global array is already available to users. Rather than

attempting to create the global array, designers need to become aware of the

global array that already exists, and begin to understand how multisensory

displays structure the global array. The essential aspect is the initial identi-

fication of the relevant global array parameters, which makes it possible to

construct laboratory situations in which these parameters can be manipulated,

and in which their perceptual salience and utility for performance in virtual

environments can be evaluated.

For the specific case of auditory information, the description of sound

producing events by Gaver (1993b) provides a framework for the design of

environmental sounds. Gaver emphasises that, since it is often difficult to

identify the acoustic information of events from acoustic analysis alone, it is

useful to supplement acoustic analyses with physical analyses of the event

itself. Studying the physics of sound-producing events is useful both in sug-

gesting relevant source attributes that might be heard and in indicating the

acoustic information for them. Resynthesis, then, can be driven by the result-

ing physical simulations of the event.
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The studies on multimodal perception reviewed in Section 9.3 also pro-

vide a number of useful guidelines and even quantitative data. We have

seen that streams of information coming from different channels complement

and integrate each other, with some modality possibly dominating over the

remaining ones depending on the features to be evaluated or the tasks to be ac-

complished (the modality precision or modality appropriateness hypothesis by

Welch and Warren, 1986). In particular, when senses interact in time, a window

of synchrony between the feedback of different modalities (e.g. auditory and

visual, or auditory and haptic feedbacks) is crucial for multisensory integra-

tion. Many of the studies previously discussed (e.g., Shams et al., 2002; Guest

et al., 2002; Bresciani et al., 2005) report quantitative results about “integration

windows” between modalities. These estimates can be used as constraints for

the synchronisation of rendering pipelines in a multimodal architectures.

9.4.2 Sound models

Physics-based approaches

Sound synthesis techniques traditionally developed for computer music ap-

plications (e.g. additive, subtractive, frequency modulation, Zölzer, 2002)

provide abstract descriptions of sound signals. Although well suited for the

representation of musical sounds, these techniques are in general not effec-

tive for the generation of non-musical interaction sounds. We have seen in

Section 9.2 that research in ecological acoustics points out that the nature of

everyday listening is rather different and that auditory perception delivers

information which goes beyond attributes of musical listening.

On the other hand, physically-based sound modelling approaches (see

Chapter 8) generate sound from computational structures that respond to

physical input parameters, and therefore they automatically incorporate com-

plex responsive acoustic behaviours. Moreover, the physical control param-

eters do not require in principle manual tuning in order to achieve realistic

output. Again, results from research in ecological acoustics aid in determining

what sound features are perceptually relevant, and can be used to guide the
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tuning process.

A second advantage of physically-based approaches is interactivity and

ease in associating motion to sound control. As an example, the parameters

needed to characterise collision sounds, e.g. relative velocity at collision, are

computed in the VR physical simulation engine and can be directly mapped

into control parameters of a physically-based sound model. The sound feed-

back consequently responds in a natural way to user gestures and actions.

This is not the case with traditional approaches to sound synthesis, where the

problem of finding a motion-correlated parametrisation is not a trivial one.

Think about the problem of parameterizing real recorded sounds by their at-

tributes such as amplitude and pitch: this corresponds to a sort of “reverse

engineering” problem where one tries to determine how the sounds were gen-

erated starting from the sounds themselves. Designing effective mappings

between user gestures and sound control parameters is important especially

in the light of the studies in action-perception loop, that we have addressed in

Section 9.3.2.

Finally, physically-based sound models can in principle allow the cre-

ation of dynamic virtual environments in which sound rendering attributes

are incorporated into data structures that provide multimodal encoding of

object properties: shape, material, elasticity, texture, mass, and so on. In this

way a unified description of the physical properties of an object can be used to

control the visual, haptic, and sound rendering, without requiring the design

of separate properties for each thread. This problem has already been stud-

ied in the context of joint haptic-visual rendering, and recent haptic-graphic

APIs (Technologies, 2002; Sensegraphics, 2006) adopt a unified scene graph

that takes care of both haptics and graphics rendering of objects from a single

scene description, with obvious advantages in terms of synchronisation and

avoidance of data duplication. Physically-based sound models may allow

the development of a similar unified scene, that includes description of audio

attributes as well.

For all these reasons, it would be desirable to have at disposal sound

modelling techniques that incorporate complex responsive acoustic behaviours

and can reproduce complex invariants of primitive features: physically-based
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models offer a viable way to synthesise naturally behaving sounds from com-

putational structures that respond to physical input parameters. Although tra-

ditionally developed in the computer music community and mainly applied

to the faithful simulation of existing musical instruments, physical models are

now gaining popularity for sound rendering in interactive applications (Cook,

2002).

Contact sounds

As already remarked in Section 9.2, an important class of sound events is that

of contact sounds between solids, i.e. sounds generated when objects come in

contact with each other (collision, rubbing, etc.: see also figure 9.1). Various

modelling approaches have been proposed in the literature.

Van den Doel and coworkers (van den Doel and Pai, 1998; van den Doel

et al., 2001) proposed modal synthesis (Adrien, 1991) as an efficient yet accurate

framework for describing the acoustic properties of objects. Modal synthesis

techniques have been already presented in Chapter 8. Here, we recall that if a

resonating object is modelled as a network of N masses connected with springs

and dampers, then a geometrical transformation can be found that turns the

system into a set of decoupled equations. The transformed variables {qn}
N
n=1

are

generally referred to as modal displacements, and obey a second-order linear

oscillator equation:

q̈n(t) + gnq̇n(t) + ω2
nqn(t) =

1

mn
f (t), (9.1)

where qn is the oscillator displacement and f represents any driving force,

while ωn is the oscillator center frequency. The parameter 1/mn controls the

“inertial” properties of the oscillator (mn has the dimension of a mass), and gn

is the oscillator damping coefficient and relates to the decay properties of the

system. Modal displacements qn are related to physical displacement through

an N×K matrix A, whose elements ank weigh the contribution of the nth mode

at a location k. If the force f is an impulse, the response qn of each mode is a
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damped sinusoid and the physical displacement at location k is given by

xk(t) =

N
∑

n=1

ankqn(t) =

N
∑

n=1

anke
−gnt/2 sin(ωnt). (9.2)

Any pre-computed contact force signal can then be convolved to the impulse

response and thus used to drive the modal synthesiser.

The modal representation of a resonating object is naturally linked to

many ecological dimensions of the corresponding sounds. The frequencies

and the amount of excitation of the modes of a struck object depend on the

shape and the geometry of the object. The material determines to a large

extent the decay characteristics of the sound. The amplitudes of the frequency

components depend on where the object is struck (as an example, a table

struck at the edges makes a different sound than when struck at the center).

The amplitude of the emitted sound is proportional to the square root of the

energy of the impact.

The possibility of linking the physical model parameter to ecological

dimensions of the sound has been demonstrated in the paper by Klatzky et al.

(2000), already discussed in Section 9.2. In this work, the modal representation

proposed by van den Doel and Pai (1998) has been applied to the synthesis of

impact sounds with material information.

An analogous modal representation of resonating objects was also adopted

by Avanzini et al. (2003). The main difference with the above mentioned works

lies in the approach to contact force modelling. While van den Doel and

coworkers adopt a feed-forward scheme in which the interacting resonators

are set into oscillation with driving forces that are externally computed or

recorded, the models proposed by Avanzini et al. (2003) embed direct compu-

tation of non-linear contact forces. Despite the complications that arise in the

synthesis algorithms, this approach provides some advantages. Better qual-

ity is achieved due to accurate audio-rate computation of contact forces: this

is especially true for impulsive contact, where contact times are in the order

of few ms. Interactivity and responsiveness of sound to user actions is also

improved. This is especially true for continuous contact, such as stick-slip

friction (Avanzini et al., 2005). Finally, physical parameters of the contact force
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models provide control over other ecological dimensions of the sound events.

As an example, the impact model used by Avanzini et al. (2003), and originally

proposed by Hunt and Crossley (1975), describe the non-linear contact force

as

f (x(t), v(t)) =















kx(t)α + λx(t)α · v(t)
(

1 + µv(t)
)

x > 0,

0 x ≤ 0,
(9.3)

where x is the interpenetration of the two colliding objects and v = ẋ. Then

force parameters, such as the force stiffness k, can be related to ecological

dimensions of the produced sound, such as perceived stiffness of the impact.

Similar considerations apply to continuous contact models (Avanzini et al.,

2005).

It has been shown that this approach allows for a translation of the map

of everyday sounds proposed by Gaver into a hierarchical structure in which

“patterned” and “compound” sounds models are built upon low-level, “basic”

models of impact and friction (see 9.1). Models for bouncing, breaking, rolling,

crumpling sounds are described in the works by Rath and Fontana (2003) and

Rath and Rocchesso (2005). See also Chapter 10 for a description of “sounding

objects” synthesised with this approach.

A different physically-based approach has been proposed by O’Brien

et al. (2001, 2002). Rather than making use of heuristic methods that are

specific to particular objects, their approach amounts to employing finite-

element simulations for generating both animated video and audio. This task

is accomplished by analyzing the surface motions of objects that are animated

using a deformable body simulator, and isolating vibrational components that

correspond to audible frequencies. The system then determines how these

surface motions will generate acoustic pressure waves in the surrounding

medium and models the propagation of those waves to the listener. In this

way, sounds arising from complex nonlinear phenomena can be simulated,

but the heavy computational load prevents real-time sound generation and

the use of the method in interactive applications.
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Other classes of sounds

The map of everyday sounds developed by Gaver (see figure 9.1) comprises

three main classes: solids, liquids, and gases. Research on sound modelling is

clearly biased toward the first of these classes, while less has been done for the

others.

A physically-based liquid sound synthesis methodology has been devel-

oped by van den Doel (2005). The fundamental mechanism for the production

of liquid sounds is identified as the acoustic emission of bubbles. After re-

viewing the physics of vibrating bubbles as it is relevant to audio synthesis,

the author has developed a sound model for isolated single bubbles and vali-

dated it with a small user study. A stochastic model for the real-time interactive

synthesis of complex liquid sounds such as those produced by streams, pour-

ing water, rivers, rain, and breaking waves is based on the synthesis of single

bubble sounds. It is shown by van den Doel (2005) how realistic complex high

dimensional sound spaces can be synthesised in this manner.

Dobashi et al. (2003) have proposed a method for creating aerodynamic

sounds. Examples of aerodynamic sound include sound generated by swing-

ing swords or by wind blowing. A major source of aerodynamic sound is

vortices generated in fluids such as air. The authors have proposed a method

for creating sound textures for aerodynamic sounds by making use of com-

putational fluid dynamics. Next, they have developed a method using the

sound textures for real-time rendering of aerodynamic sound according to the

motion of objects or wind velocity.

This brief overview shows that little has been done in the literature

about models of everyday sounds in the “liquids” and “gases” categories

(we are sticking to the terminology used by Gaver (1993a), and reported in

figure 9.1). These are topics that need more research to be carried out in the

future.
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9.4.3 Applications to multimodal interfaces

Multimodal rendering

An important consequence of using physically-based sound models is that

synchronisation with other modalities is in principle straightforward, since

the parameters that are needed to characterise the sounds resulting from me-

chanical contact come directly from the simulation. In other cases where only

simple kinematic information like trajectory is present, needed information

like velocity and acceleration can be calculated.

A particularly interesting problem is simultaneous audio-haptic ren-

dering. There is a significant amount of literature that deals with the design

and the evaluation of interfaces that involve auditory feedback in conjunction

with haptic/tactile feedback. In order to be perceived as realistic, auditory and

haptic cues have to be synchronised so that they appear simultaneous. They

must also be perceptually similar – a rough surface has to both sound and feel

rough. Synchronizing the two modalities is more than synchronizing two sep-

arate events. Rather than triggering a pre-recorded audio sample or tone, the

audio and the haptics change together when the user applies different forces

to the object.

Rendering a virtual surface, i.e. simulating the interaction forces that

arises when touching a stiff object, is the prototypical haptic task. Properly

designed visual (Wu et al., 1999) and/or auditory (DiFranco et al., 1997) feed-

back can be combined with haptics in order to improve perception of stiffness,

or even compensate for physical limitations of haptic devices and enhance

the range of perceived stiffness that can be effectively conveyed to the user.

Physical limitations (low sampling rates, poor spatial resolution of haptic de-

vices) constrain the values for haptic stiffness rendering to ranges that are often

far from typical values for stiff surfaces (Kuchenbecker et al., 2006). Ranges

for haptic stiffness are usually estimated by requiring the system to be passive

(Colgate and Brown, 1994), thus guaranteeing stability of the interaction, while

higher stiffness values can cause the system to become unstable, i.e. to oscillate

in an uncontrolled way.
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Perceptual experiments on a platform that integrates haptic and sound

displays were reported by DiFranco et al. (1997). Prerecorded sounds of con-

tact between several pairs of objects were played to the user through the

headphones to stimulate the auditory senses. The authors studied the influ-

ence of auditory information on the perception of object stiffness through a

haptic interface. In particular, contact sounds influenced the perception of

object stiffness during tapping of virtual objects through a haptic interface.

These results suggest that, although the range of object stiffness that can be

displayed by a haptic interface is limited by the force-bandwidth of the in-

terface, the range perceived by the subject can be effectively increased by the

addition of properly designed impact sounds.

While the auditory display adopted by DiFranco et al. (1997) was rather

poor (the authors used recorded sounds), a more sophisticated approach

amounts to synthesise both auditory and haptic feedback using physically-

based models. This approach was taken in the work of DiFilippo and Pai

(2000). In this work the modal synthesis techniques described by van den

Doel and Pai (1998) were applied to audio-haptic rendering. Contact forces

are computed at the rate of the haptic rendering routine (e.g., 1kHz), then the

force signals are upsampled at the rate of the audio rendering routine (e.g.,

44.1kHz) and filtered in order to remove spurious impulses at contact breaks

and high frequency position jitter. The resulting audio force is used to drive the

modal sound model. This architecture ensures low latency between haptic and

audio rendering (the latency is 1ms if the rate of the haptic rendering routine is

1kHz), which is below the perceptual tolerance for detecting synchronisation

between auditory and haptic contact events.

A related study was recently conducted by Avanzini and Crosato (2006).

In this paper the sound models proposed by Avanzini et al. (2003, 2005) were

integrated into a multimodal rendering architecture, schematically depicted

in Fig. 9.3, which extends typical haptic-visual architectures (Salisbury et al.,

2004). The sound rendering thread runs at audio rate (e.g. 44.1kHz) in parallel

with other threads. Computation of audio contact forces is triggered by col-

lision detection from the haptic rendering thread. Computation of 3D sound

can be cascaded to the sound synthesis block. It was shown that the proposed
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Figure 9.3: An architecture for multimodal rendering of contact interactions.

Adapted from Fig. 3 in Salisbury et al. (2004).

rendering scheme allows tight synchronisation of the two modalities, as well

as a high degree of interactivity and responsiveness of the sound models to

gestures and actions of a user. The setup was used to run an experiment on

the relative contributions of haptic and auditory information to bimodal judg-

ments of contact stiffness: experimental results support the effectiveness of

auditory feedback in modulating haptic perception of stiffness.

Substituting modalities

In Section 9.3.2 we have already reviewed some studies that address the topic

of sensory substitution with applications to the design of interfaces. The focus

of such studies (Ifukube et al., 1991; Kaczmarek et al., 1991; Meijer, 1992) is

especially substitution systems for visually-impaired users. The very same

idea of sensory substitution can be exploited in a different direction: having

an interface which is not able to provide feedback of a given modality (e.g. a

passive device such as a standard mouse is not able to provide haptic feedback),

that modality can effectively substituted with feedback of other modalities,

provided that it uses the same sensory-motor skills. We will try to clarify this
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concept in the remainder of this section. The studies briefly reviewed in the

following, although not specifically related with audio but rather with visual

and haptic feedback, contain interesting ideas that may be applied to auditory

rendering.

Lécuyer et al. (2000) developed interaction techniques for simulating

contact without a haptic interface, but with a passive input device combined

with the visual feedback of a basic computer screen. The authors exemplify

the general idea as follows: assume that a user manipulates a cube in a VE

using a passive device like a mouse, and has to insert it inside a narrow duct.

As the cube is inserted in the duct, it “visually resists” motion by reducing its

speed, and consequently the user increases the pressure on the mouse which

results in an increased feedback force by the device. The combined effects of

the visual slowing down of the cube and the increased feedback force from the

device provides the user with an “illusion” of force feedback, as if a friction

force between the cube and the duct was rendered haptically. Lecuyer and

coworkers have applied this idea to various interactive tasks, and have shown

that properly designed visual feedback can to a certain extent provide a user

with “pseudo-haptic” feedback.

Similar ideas have driven the work of van Mensvoort (2002), who de-

veloped a cursor interface in which the cursor position is manipulated to give

feedback to the user. The user has main control over the cursor movements, but

the system is allowed to apply tiny displacements to the cursor position. These

displacements are similar to those experienced when using force-feedback sys-

tems, but while in force-feedback systems the location of the cursor changes

due to the force sent to the haptic display, in this case the cursor location is

directly manipulated. These active cursor displacements result in interactive

animations that induce haptic sensations like stickiness, stiffness, or mass.

The same approach may be experimented with auditory instead of vi-

sual feedback: audition indeed appears to be an ideal candidate modality to

support illusion of substance in direct manipulation of virtual objects, while

in many applications the visual display does not appear to be the best choice

as a replacement of kinesthetic feedback. Touch and vision represent differ-

ent priorities, with touch being more effective in conveying information about
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“intensive” properties (material, weight, texture, and so on) and vision empha-

sizing properties related to geometry and space (size, shape). Moreover, the

auditory system tends to dominate in judgments of temporal events, and in-

tensive properties strongly affect the temporal behaviour of objects in motion,

thus producing audible effects at different time scales.
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