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Prefazione

Nuove tecniche per la sintesi digitale del suono hanno rapidamente guadagnato una
crescente popolarità nell’ultimo decennio. Tali metodi possono genericamente essere de-
nominati “fisici”, dal momento che gli algoritmi di sintesi vengono sviluppati attraverso
la modellazione dei meccanismi fisici alla base della produzione sonora. Nello stesso
tempo, periferiche per l’audio digitale ad alta qualità sono ormai divenute un equipag-
giamento standard su ogni personal computer, e la potenza di calcolo oggi disponibile
permette l’implementazione in tempo reale di algoritmi di sintesi complessi. Per analo-
gia, l’approccio basato sulla modellizzazione fisica è stato adottato anche dalla comunità
della computer graphics, per modellare la radiosità e la propagazione della luce. La ricerca
nell’audio e nella grafica ha mostrato che tali modelli sono in grado di produrre risultati
convincenti e permettono di controllare gli algoritmi di sintesi in modo fisicamente con-
sistente.

Il suono non-verbale veicola molteplici flussi di informazione all’ascoltatore, e può
essere usato per integrare e modulare l’informazione visiva. Al contrario del canale visivo,
quello uditivo è sempre aperto e riveste un’importanza primaria nella percezione di eventi
fisici nei casi in cui le indicazioni visive vengono a mancare o sono confuse. Sulla base di
queste considerazioni, la ricerca nell’ambito dei sistemi multimediali sta dedicando una
sempre maggiore importanza al suono, al fine di complementare la parte visiva e di fornire
all’utente un ambiente realmente multimodale. Inoltre, vi sono casi in cui il rendering
grafico può non essere possibile o non essere efficiente, laddove il rendering audio può
essere usato con modesti costi computazionali.

L’approccio per modelli fisici trova importanti applicazioni nell’ambito dell’interazione
uomo-macchina, dove opportuni sensori ed effettori permettono lo scambio di infor-
mazione tattile e di forza. In questo caso, l’informazione uditiva può aumentare sen-
sibilmente la sensazione di presenza dell’utente e il realismo dell’interazione. In questo
senso, la sintesi basata su modelli fisici presenta dei vantaggi rispetto ad altre tecniche
(come il campionamento), per due ragioni principali: innanzitutto, la descrizione fisica
degli algoritmi permette all’utente di interagire con gli oggetti sonori. Ad esempio, in un
modello fisico di contatto il suono di frizione prodotto da una mano su di una superficie
cambia a seconda della pressione esercitata dall’utente. Analogamente, il suono prodotto
da un oggetto che viene percosso varia in funzione della velocità di impatto. In secondo
luogo, i modelli fisici per l’audio e per la grafica possono in linea di principio venire
facilmente sincronizzati. Questo permette di raggiungere un alto grado di coerenza tra
gli eventi acustici e quelli visivi. Gli sforzi verso la costruzione di modelli unitari per la
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sintesi audio-visiva vengono ricompensati in termini di semplificazione nello sviluppo di
sistemi multimediali.

Lo studio di strumenti musicali virtuali può essere visto come un caso particolare
di interazione uomo-macchina. Nell’usare uno strumento acustico od elettroacustico, lo
strumentista interagisce con esso in maniera complessa ed esercita controllo attraverso lo
scambio di informazione gestuale, tattile e di forza. Le tecniche adottate nei sintetizza-
tori commerciali sono perlopiù basate su metodi di sintesi per campionamento (ovvero,
suoni registrati ed algoritmi di post-processing), le quali permettono limitate possibilità
di manipolazione dei suoni. Di conseguenza, l’unica interfaccia per strumenti elettronici
che ha avuto larga diffusione è la tastiera di pianoforte. Di nuovo, tale interfaccia for-
nisce all’utente un controllo sui suoni sintetizzati che è molto limitato. I modelli fisici
di strumenti musicali ampliano di molto le possibilità di interazione con lo strumento
virtuale. Ad esempio, la produzione del suono in un modello fisico di violino è controllata
attraverso parametri quali velocità e pressione dell’archetto. Analogamente, i parametri
di controllo in un modello di clarinetto sono la pressione esercitata dallo strumentista e
parametri meccanici determinati dall’imboccatura. Lo sviluppo di modelli fisici di stru-
menti musicali che siano accurati ed efficienti incoraggia la progettazione di interfacce
più sofisticate, che a loro volta forniscano all’utente un più vasto spazio di controllo.

Molte delle considerazioni appena fatte sono valide anche quando riferite alla ricerca
nell’ambito della produzione e della sintesi della voce. Le tecniche di sintesi articolatoria
sono basate su una descrizione della fisica dell’apparato fonatorio, in termini di pressione
polmonare, vibrazioni delle corde vocali, e articolazione del tratto vocale. La ricerca nel
campo della sintesi articolatoria si è evoluta per molti aspetti in parallelo con quella sul
suono non-verbale, e lo scambio di informazione tra questi due ambiti è stato in generale
piuttosto limitato. Ciò nonostante, in più di un caso le tecniche di modellizzazione che
vengono adottate sono molto simili. Un vantaggio dell’approccio fisico rispetto ad altre
tecniche (come ad esempio la sintesi concatenativa o metodi di analisi/sintesi basati su
predizione lineare), è che permette di ottenere segnali acustici più realistici. Inoltre, i
modelli possono in linea di principio essere controllati attraverso parametri fisici, quali
pressione polmonare, tensione delle corde vocali, parametri articolatori del tratto vocale
e della bocca. D’altro canto va sottolineato che quello del controllo è un problema ancora
aperto, dal momento che non è banale mappare i parametri fisici direttamente in dimen-
sioni di tipo percettivo (intensità, altezza, registro). Infine, analogamente a quanto detto
per il suono non-verbale, i modelli di sintesi articolatoria possono essere sincronizzati
con modelli grafici. È risaputo che l’uso di cosiddette “teste parlanti” (talking heads), in
cui il parlato viene sintetizzato a livello sia audio che visivo, contribuiscono a migliorare
sensibilmente la percezione del parlato.

Oltre alla sintesi, i modelli fisici per il suono verbale e non-verbale possono venire usati
anche a fini di codifica. In particolare, MPEG-4 ha implementato uno standard di codifica
denominato Audio Strutturato (Structured Audio – SA). Se le tecniche tradizionali sono
basate sulla codifica e la trasmissione del segnale acustico (ovvero la forma d’onda),
lo standard SA codifica e trasmette la descrizione simbolica del suono stesso (ovvero il
modello ed i parametri). Il principale vantaggio di tale approccio è che esso permette la
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trasmissione a bassissimo bit-rate. I modelli fisici sono un esempio di rappresentazione
altamente strutturata del suono. Inoltre i parametri hanno tipicamente un’interpretazione
fisica e quindi variano abbastanza lentamente per essere usati a fini di codifica efficiente.

La ricerca riportata in questa tesi verte sullo sviluppo di metodi numerici accurati
ed efficienti nella progettazione di modelli fisici per il suono. I modelli fisici vengono, in
maniera naturale, sviluppati nel dominio del tempo continuo e sono descritti da sistemi
di equazioni differenziali ordinarie ed equazioni alle derivate parziali. In una fase succes-
siva, tali equazioni devono essere discretizzate. Al fine di minimizzare l’errore numerico
introdotto dalla discretizzazione, di garantire la stabilità degli algoritmi, e di preservare
quanto più possibile il comportamento dei sistemi a tempo continuo, vi è la necessità di
tecniche numeriche accurate. Tali tecniche devono al tempo stesso produrre algoritmi
efficienti, che possano essere implementati in tempo reale. Questi due requisiti di ac-
curatezza ed efficienza comportano tipicamente la ricerca di compromessi. Ad esempio,
metodi di discretizzazione impliciti ed iterativi garantiscono una sufficiente accuratezza
ma hanno effetti sull’efficienza degli algoritmi risultanti. Analogamente, basse frequenze
di campionamento sono preferibili a fini di efficienza, ma l’accuratezza viene deteriorata.

I primi due capitoli forniscono una rassegna della letteratura e presentano le tecniche
usate nel resto della tesi. I capitoli successivi contengono risultati originali su diversi
modelli fisici: l’ancia singola in strumenti a fiato, le corde vocali nell’apparato fonatorio
umano, e la forza di contatto in collisioni tra due oggetti risonanti. Si mostra che tutti
questi sistemi possono essere (1) modellizzati usando gli stessi approcci, (2) interpretati
in termini di strutture e blocchi funzionali molto simili, e (3) discretizzati usando le stesse
tecniche numeriche. Si dimostra inoltre che le tecniche qui adottate forniscono un metodo
robusto per la soluzione numerica di modelli fisici non-lineari, producendo al tempo stesso
strutture computazionali efficienti.

Il capitolo 1 discute in maggiore dettaglio molti dei punti toccati in questa prefazione.
I modelli di sorgente vengono confrontati con altri paradigmi per la sintesi audio, succes-
sivamente si analizza l’uso di modelli fisici a fini di sintesi e di codifica.

Il capitolo 2 presenta le tecniche di modellizzazione ed i metodi numerici usati nel
seguito della tesi. Si fornisce una breve rassegna della teoria dei modelli waveguide in una
dimensione, e delle loro applicazioni per la modellizzazione di tubi acustici. Si discute
l’approccio ad elementi concentrati, ed il loro uso nella modellizzazione di una larga classe
di sistemi meccanici ed acustici. Si affronta infine il problema della discretizzazione. In
particolare, viene discusso un metodo numerico che fornisce una soluzione efficiente per
il calcolo di anelli computazionali privi di ritardo all’interno di algoritmi non-lineari.

Il capitolo 3 è incentrato su modelli di ancia singola. Si discute un modello ad elementi
concentrati e si sviluppa uno schema di discretizzazione accurato ed efficiente. Si mostra
che il comportamento dell’ancia digitale cos̀ı ottenuta riproduce quello del sistema fisico.
Vengono poi discusse le limitazioni dei modelli ad elementi concentrati attualmente in
uso, e viene sviluppato un nuovo modello non-lineare che permette di prendere in consid-
erazione gli effetti delle interazioni ancia-bocchino ed ancia-labbro, al prezzo di un lieve
aumento della complessità del modello.
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Il capitolo 4 verte su modelli di produzione della voce. L’attenzione è concentrata
sulla modellizzazione delle corde vocali piuttosto che del tratto vocale. Viene discusso
il modello glottale ad elementi concentrati di Ishizaka-Flanagan (IF), e si evidenziano le
somiglianze strutturali tra questo modello ed i modelli di ancia singola. Vengono proposti
due modelli glottali, i quali forniscono entrambi una descrizione semplificata del modello
IF. Si mostra che i modelli possono essere implementati in maniera efficiente, preservando
al tempo stesso le principali proprietà del modello IF.

Il capitolo 5 discute modelli di contatto per il rendering audio di eventi di collisione,
e sviluppa un modello martello-risonatore. Si mostra che tale modello è strutturalmente
simile a quelli descritti nei capitoli precedenti, e può essere discretizzato usando le stesse
tecniche. Il sistema numerico cos̀ı prodotto ha bassi costi computazionali e può essere
implementato in tempo reale. Si esamina poi l’influenza dei parametri fisici sul com-
portamento del modello. In particolare, viene studiato il problema dell’integrazione nel
modello delle proprietà relative al materiale.
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Preface

In the last decade, new techniques for digital sound generation have rapidly gained
popularity. These methods can be generically referred to as physically-based, since the
synthesis algorithms are designed by modeling the physical mechanisms that underlie
sound production. At the same time, high quality digital audio converters have be-
come standard hardware equipment on personal computers, and the available computa-
tional power permits real-time implementation of these synthesis algorithms. By analogy,
physically-based modeling approach has been also adopted by the computer graphics
community, for modeling radiosity or light propagation. Research both in audio and
in graphics has shown that such models can provide convincing results and physically
consistent control over the synthesis algorithms.

Non-speech sound conveys a large amount of information to the listener, and can be
used to augment and modulate visual information. As opposed to the visual channel, the
auditory channel is always open and has a primary importance in the perception of phys-
ical events whenever visual cues are lacking or confusing. Based on these considerations,
research in multimedia systems is devoting more and more importance to sound, in order
to complement vision and to provide a multimodal surrounding to the user. Moreover,
there are cases where graphic rendering is not possible or cost effective, whereas audio
rendering can be used with little computational overhead.

An important application of physically-based sound models is in human-computer
interaction, where tactile or force information can be exchanged through suitable sensors
and effectors. In this case, auditory information can greatly augment the sense of presence
of the user and the realism of the interaction. In this respect, physically-based synthesis
is advantageous over other techniques (such as sampling) for two main reasons: first, the
physical description of the sound algorithms allows the user to interact with the sound
objects. As an example, in a physical model of contact the friction sound of the user’s
hand on a surface changes with the pressure exerted by the user. Likewise, the sound
produced by a struck object varies with the impact velocity. Second, physically-based
models for audio and graphics can (in principle) be easily synchronized. This way, a high
degree of perceptual coherence of acoustic and visual events can be achieved. The efforts
toward the development of models for joint audio-visual synthesis is rewarded in terms
of simplification in the design of multimedia systems.

Virtual musical instruments can be regarded as a particular case of human-computer
interaction. When using an acoustical or electro-acoustical instrument, the player inter-
acts with it in a complex way and exerts control by exchanging gestual, tactile and force
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information. Techniques used in commercial synthesizers are mostly based on wavetable
methods (i.e., recorded and post-processed sounds), that allow little sound manipulation.
Consequently, the only interface that has been widely used so far in commercial electronic
instruments is the piano keyboard. Again, this interface provides the user only with very
little control over the synthesized sounds. In this respect, physical models of musical
instruments greatly improve the possibilities of interacting with the virtual instrument.
As an example, sound production in a physical model of the violin is controlled by pa-
rameters such as bow velocity and pressure. Analogously, the control parameters in a
clarinet model are the player’s blowing pressure and mechanical parameters related to
the player’s embouchure. The design of accurate and efficient physical models of musical
instruments encourages the development of more sophisticated interfaces, that in turn
give the user access to a large control space.

Many of the above considerations also hold when discussing research in voice pro-
duction and speech synthesis. Articulatory speech synthesizers produce speech signals
through a physical description of the phonatory system in terms of lung pressure, vo-
cal fold vibrations and vocal tract shape and articulation. The research in articulatory
speech synthesis has to a large extent progressed in parallel with research in non-speech
sound, with little exchange of information between these two research fields. However,
the modeling techniques in the two fields are very similar in many cases. One advantage
of the physical modeling approach with respect to other techniques (such as concate-
native synthesis or LPC-based analysis/synthesis method) is that more realistic signals
can be obtained. Moreover, the models can (in principle) be controlled using physical
parameters, such as lung pressure, tension of the vocal folds, articulatory parameters of
the vocal tract and the mouth. However, it must be stressed that the problem of control
is still an open one, since finding direct mappings between the physical parameters and
perceptual dimensions (loudness, pitch, register) is not a trivial task. Finally, analogously
to non-speech sounds, articulatory models of speech synthesis can be synchronized with
graphic articulatory models. It is known that the use of so called talking heads, where
visual and audio speech signals are synthesized simultaneously, improve the perception
of speech considerably.

In addition to synthesis, physically-based models of both speech and non-speech sound
can also be used for coding purposes. In particular, MPEG-4 has implemented a stan-
dard named Structured Audio (SA) coding. While traditional lossless or perceptual coding
techniques are based on the codification and transmission of the sound signal (i.e., the
waveform), the SA standard codes and transmits the symbolic description of the sound
(i.e., the model and its parameters). The main advantage of this approach is that ultra-
low bit-rate transmission can be achieved. Physically-based models are a highly struc-
tured representation of sound. Moreover, the control parameters have a direct physical
interpretation, and therefore vary slowly enough to be used for efficient coding.

The focus of this thesis is the development of accurate and efficient numerical methods
for the design of physically-based sound models. Physical models are naturally developed
in the continuous-time domain and are described through sets of ordinary and partial
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differential equations. In a subsequent stage, these equations have to be discretized. In
order to minimize the numerical error introduced in the discretization step, to guarantee
stability of the numerical algorithms, and to preserve as closely as possible the behavior of
the continuous systems, accurate techniques are needed. At the same time, the numerical
techniques have to produce efficient algorithms, that can be implemented in real-time.
These two demands of accuracy and efficiency often require making trade-offs. As an
example, implicit and iterative discretization methods guarantee sufficient accuracy but
effect the efficiency of the resulting algorithms. Likewise, low sampling rates are preferable
for efficient implementations, but the accuracy deteriorates.

The first two chapters review the existing literature and present the general techniques
used in the rest of the thesis. The remaining chapters contain original results on various
physical models: single reed systems in wind instruments, vocal folds in the human
phonatory system, and contact forces in impacts between two resonating objects. It
is shown that all of these systems can be (1) modeled using the same approaches, (2)
interpreted using very similar structures and functional blocks, and (3) discretized using
the same numerical techniques. It is also shown that the techniques used here provide a
robust method for the numerical solution of non-linear physical models, while resulting
in efficient computational structures.

Chapter 1 discusses in more detail the topics already addressed in this preface. The
source modeling approach is compared to other sound synthesis paradigms, then the use
of physical models for synthesis and coding purposes is analyzed.

Chapter 2 presents all the modeling paradigms and the numerical techniques that
are used in the remaining of the thesis. One-dimensional waveguide structures and their
applications to the modeling of acoustic bores are reviewed in detail. Lumped elements
are discussed, as well as their use in modeling a large class of mechanical and acoustic
systems. Finally, the issue of discretization is addressed. In particular, a numerical
method is reviewed that provides an efficient solution of delay-free computational loops
in non-linear algorithms.

Chapter 3 discusses single reed modeling. A lumped model is reviewed, and an efficient
and accurate discretization scheme is developed. It is shown that the behavior of the
resulting digital reed closely resembles that of the physical system. The limitations of
existing lumped models are discussed, and an improved non-linear model is formulated.
In this new formulation, the interaction of the reed with the mouthpiece and the player’s
embouchure are taken into account, although at the expense of a slight increase of the
model complexity.

Chapter 4 presents results on models of voice production. Attention is focused on
vocal fold modeling rather than on the vocal tract. The Ishizaka-Flanagan (IF) lumped
model of the glottis is reviewed, and the structural similarities between this model and
single reed models are pointed out. Two glottal models are proposed, both providing a
simplified description of the IF model. It is shown that the models can be implemented
in an efficient way, while preserving the main properties of the IF model.

Chapter 5 discusses contact models for sound rendering of impacts and develops a
hammer-resonator model. It is shown that this model is structurally similar to those
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described in the previous chapters, and can be discretized with the same numerical tech-
niques. The resulting numerical system has low computational costs and can be imple-
mented in real-time. The influence of the physical parameters on the model behavior
is also examined. More specifically, particular attention is devoted to the problem of
embedding material properties into the model.
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dū/dt (solid gray) and derivative of output from the non-linear block du/dt
(solid black). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

xvi



4.5 Resynthesis and pitch shift; (a) target flow ū (solid gray) and synthesized
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Chapter 1

Physically-based models

1.1 Introduction: sounds, sources

Sound source modeling, structured audio, object-based sound synthesis, synthetic au-
dio, sounding objects, physically-based models. All of these terms are becoming more
and more popular among the researchers working on audio signal processing and sound
synthesis, and share a common underlying idea: sound representations that are merely
based on a description of the sound waveform (i.e. the one-dimensional signal p(t) cor-
responding to the time-varying acoustic pressure) do not contain information about the
way the sound has been generated and processed by the surrounding environment before
arriving to the listener’s ear. In order to allow users to interact with the sound objects
and to manipulate the sound attributes, there is the need for high-level, structured repre-
sentations. One approach for developing a structured representation of sound is physical
modeling, in which sound synthesis algorithms are designed based on a description of the
physical phenomena involved in sound generation.

From the point of view of signal theory, a satisfactory numerical representation of
sound is obtained by sampling the pressure signal at a sufficiently high rate. Since the
human auditory system is largely insensitive to frequencies above 20 [kHz], any sampling
rate higher than 40 [kHz] provides adequate numerical sound signals. Depending on the
application, even lower bandwidths can be used: speech signals are traditionally coded
using low sampling rates, since the focus is often on intelligibility rather than quality.
Sampling in time the sound signal does not assume any underlying structure, or process,
or generative model, in sound representation. The symbolic description is extremely poor,
and as a consequence very little interaction with the sound representations is allowed.
Although sophisticated signal processing techniques are available that provide meaningful
modifications (e.g. pitch shift, time stretching), sampling is basically a static, low-level
description of sound.

High level representations of acoustic signals are necessarily associated with some
abstract paradigms that underlie sound production. In trying to develop a taxonomy of
sound synthesis methods (see Table 1.1), a first distinction can be traced between signal
models and source models [34, 124]. Any algorithm which is based on a description of the

1
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Signal Models Source Models

Temporal Spectral Abstract

Wavetable Additive FM Waveguides

Granular Subtractive Non-linear methods Lumped models

Concatenative speech SMS Scanned Finite differences

LPC speech Articulatory speech

Cordis-Anima

Table 1.1: A tentative taxonomy of sound/speech synthesis techniques.

signal p(t) (or its counterpart P (s) in the frequency-domain) and makes no assumptions
on the generation mechanisms belongs to the class of signal models. Additive synthesis
is a good example: it exploits the Fourier theorem to describe a complex sound as a
sum of sinusoids, each controlled in amplitude, frequency and possibly phase. Using the
Short-Time Fourier Transform (STFT) as the main operational tool, additive synthesis
can successfully model quasi-periodic sounds. As such, it is not suitable for synthesizing
noise-like signals (such as a flute tone containing a great deal of “breath”). However Serra
[122, 123] proposed an extended analysis/synthesis technique, named SMS for Spectral
Modeling Synthesis, that includes a time-varying noise component. A major drawback of
additive synthesis is its enormous number of control parameters: at least one amplitude
and one pitch envelopes have to be specified for each partial. Moreover, the sound
representation has not a strong semantic interpretation, since these parameters do not
have a high-level meaning.

Analogous remarks hold for subtractive synthesis. This method is characterized by
a spectrally rich source that is subsequently filtered, and is in a sense complementary
to additive synthesis since it is well suited to model noisy and percussive sounds. Early
analog synthesizers exploited this idea: the output of a periodic oscillator (saw-tooth,
triangle, square, pulse waves), or even noise, was passed through a VCF (Voltage Con-
trolled Filter), whose characteristics could be modified using simple envelope generators.
Such a source-filter structure provides a more semantic description of sound than ad-
ditive synthesis: in certain cases the two blocks can be given a physical interpretation
in terms of an exciting action and a resonating object, respectively. However, in many
cases this interpretation does not hold, and the control parameters in the model (e.g., the
coefficients of the filter) do not have a high-level meaning. LPC based speech synthesis
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is another example of subtractive synthesis; in this case, the broadband input signal can
be interpreted as a glottal source signal, and the shaping filter represents the action of
the vocal tract (see Sec. 1.3).

Similarly to additive and subtractive synthesis, other signal based techniques suffer
from lack of semantic description. As an example, FM synthesis is a completely abstract
representation, its main control parameters being a carrier and a modulating frequency.
Musicians know that controlling a FM algorithm is far from being an intuitive task, and
that small changes in the parameters can correspond to large timbral distances in the
sounds.

Source models aim at describing the physical objects and interactions that have gen-
erated an acoustic event rather than the acoustic signal itself. This modeling approach
often gives rise to rather complex descriptions, that can lead to computationally ex-
pensive numerical algorithms. Several modeling paradigms and techniques are available
in the literature for deriving efficient implementations of such descriptions, including
lumped/distributed modeling, waveguide structures, finite difference methods, and so
on. The following sections and the next chapter describe in detail a few of these ap-
proaches. It is worth discussing another aspect, i.e. that of control. Since the synthesis
algorithms are directly based on description of physical reality, the resulting control pa-
rameters have a straightforward physical interpretation: typical parameters in the models
are associated with masses, hardness/softness characteristics, blowing pressures, lengths.
In other words, the models provide a semantic sound representation and can in principle
allow physically-based interaction.

This has important consequences for applications in human-computer interaction and,
in general, multimedia communication. Increasingly, multimodal multimedia systems are
integrating new sensors and haptic modalities with the well developed visual representa-
tions. In this context, realistic interaction with audio objects can significantly improve
the coherence in joint audio-visual synthesis and the feeling of presence in a virtual envi-
ronment. Section 1.4 discusses these issues in more detail.

Analogous remarks hold also for speech sounds: as an example, emerging research in
Auditory Visual Speech Processing shows that accurate design of “talking heads”, where
visual and acoustic signals are synthesized simultaneously, can improve speech perception
considerably.

1.2 Musical instruments

Research on the acoustics of musical instruments has undergone extremely fast devel-
opment since the development of the digital computer [67, 68, 120, 90, 49], and many of
the basic mechanisms that initiate self-sustained oscillations in musical instruments are
now understood. Accurate physical models have been designed and simulated numeri-
cally, aimed at studying the functioning of various blocks of an instrument, and their
mutual interactions.

As early as 1971, Hiller and Ruiz [67] used numerical simulations of the wave equation
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Dynamic
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System
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Figure 1.1: Exciter-resonator interaction scheme for a musical instrument, to be compared
to Fig. 1.3. Figure based on De Poli and Rocchesso [35].

for sound synthesis applications: ¿ [. . . ] This is a completely new approach to electronic
sound synthesis insofar as the starting point is the physical description of the vibrating
object [. . . ] À. A decade later, Karplus and Strong [76] proposed a numerical algorithm
for the synthesis of plucked string sounds: their string model can be regarded as the
first step toward the development of digital waveguide structures. In the same year,
McIntyre, Schumacher and Woodhouse [90] suggested the use of non-linear models of
sound generation in wind and bowed-string instruments for real-time sound synthesis:
¿ [. . . ] a fast minicomputer could produce results at a cycle rate in the audible range.
The result would perhaps have some novelty: an electronic musical instrument based on
a mathematical model of an acoustic instrument [. . . ] À. Twenty years later, audio signal
processing systems have improved substantially, and the –once– expensive algorithms
described by these authors can now be easily implemented in real-time in less and less
hardware [74, 157].

Musical oscillators are often strongly non-linear. A typical example is found in wood-
wind and brass instruments, where self-sustained oscillations in an acoustical bore can
only be explained in terms of a non-linear, persistent excitation mechanism. More pre-
cisely, the valve (a single or double-reed, or the player’s lips) at the bore termination acts
as a non-linear element that injects energy into the system. A very similar description
holds for bowed string instruments, where the bow is the exciting element. In other cases
the instrument is non-linearly excited only for a limited amount of time: a struck string
or bar interacts with the hammer or mallet through a non-linear contact force. Values
for the contact time are typically a few milliseconds, and after this short excitation the
system evolution is linear. There are also examples where non-linearities are negligible:
plucked string instruments can be conveniently treated as linear systems (strings and
instrument body), where the “pluck” is simply described as a non-equilibrium initial
condition (i.e., it gives a string a non-zero displacement distribution and a null velocity
distribution).

In all of these cases, the musical instrument can be schematized by means of two
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main functional blocks [25, 35], as depicted in Fig. 1.1. The resonator is the part of
the instrument where the oscillations actually take place. Depending on the instrument,
this can be the acoustical bore, the string, the bar. It is therefore related to such sound
attributes as pitch and spectral envelope, and in general to sound quality. The exciter
controls the way energy is injected into the system, thus initiating and possibly sustaining
the oscillations. It relates to properties of the transient attack, which is known to have a
primary role in defining timbre and sound identity.

The interaction between the two blocks can be feedforward or feedback, depending
on the instrument. Persistently excited instruments –such as winds– are described by
a feedback structure, while for plucked string instruments a feedforward scheme can be
assumed without significant loss in accuracy of the description. A very simple yet striking
demonstration of the effectiveness of the exciter/resonator schematization is provided by
mounting a clarinet mouthpiece on a flute [155]. The bore boundary conditions are
changed from open-open to closed-open so that it can play one octave lower, and the
resulting instrument is perceived as a bad sounding clarinet. In other words, the excitation
mechanism defines sound identity (“it’s a clarinet”), and the resonator merely controls
sound quality (“it’s a bad clarinet”).

Outlining such functional blocks helps the modeling process; each of them can, to a
certain extent, be modeled separately and with different representation strategies. More-
over, the block decomposition can be refined, i.e. both the exciter and the resonator can
be described by simpler and more elementary constitutive elements. As an example, the
resonating block of a wind instrument is made of a bore, a number of tone holes and a
radiating bell, and each of these can be described by their own models. Both “white-box”
and “black-box” approaches can be taken. The term white-box indicates that the block
is modeled by further decompositions in finer physical elements. The black-box approach
amounts to describe a given block according to its input-output behavior, without fur-
ther assumptions on its internal structure. As an example, the radiating bell in a wind
instrument is often modeled using a black-box approach: since the bell acts as a filtering
element which reflects low frequencies and radiates high frequencies pressure waves, the
modeling problem reduces to filter design.

As far as modeling paradigms are concerned, these are often grouped into two broad
categories, namely lumped and distributed models. Lumped models are used when a
physical system can be conveniently described in terms of ideal masses or rigid bodies,
connected to each other with spring and dampers, and possibly non-linear elements.
The resulting systems are naturally described in the time domain, in terms of Ordinary
Differential Equations (ODEs).

Pressure-controlled valves, such as single, double or lip reeds, are typically described
using the lumped modeling paradigm. Indeed, these systems are quite complicated: a
clarinet reed is a non uniform bar clamped at one termination and free at the other
one, and has many vibrational modes [130, 128]. Similarly, a lip reed is made of non-
homogeneous tissue and exhibits horizontal and vertical modes of vibration. Nonetheless,
these systems have been successfully modeled using lumped elements [120, 1], and it
is widely understood that such a simplified mechanical description captures the basic
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behavior of pressure controlled valves [48]. Similar remarks hold for hammers and mallets:
during collision, they are deformed and subject to internal losses and non-linear restoring
forces. However, interactions with strings and bars have been modeled and efficiently
implemented in sound synthesis algorithms by assuming the hammer/mallet to be a
lumped mass and deriving empirically the corresponding expression for the contact force
[133, 23]. Chapter 2 discusses in detail structural and computational problems concerned
with non-linear lumped models. Chapter 3 presents original results for lumped models
of single reeds.

Distributed models, as opposed to lumped ones, are more often used for describing
vibrating bodies or air volumes, where forces and matter depend on both time and space.
These bodies are not easily decomposed into systems of discrete masses. One-, two-
and three-dimensional resonators (such as strings, bars, acoustical bores, membranes,
plates, rooms, etc.) are usually treated as distributed systems and mathematically de-
scribed by means of Partial Differential Equations (PDEs). Many of these systems can
be conveniently modeled in the frequency domain in terms of their input impedance.
Schumacher [120] has used measured input impedance functions of a clarinet bore for
relating the acoustic flow and the pressure at the bore entrance. Among the sound syn-
thesis community, however, the most successful and popular approach for dealing with
many distributed systems is in the time domain: waveguide modeling, developed mainly
by Smith [125, 126, 127, 110].

Chapter 2 discusses waveguide models in detail. In its simplest form the method
exploits the existence of an analytical solution to the D’Alembert wave equation, which
can be seen as a superposition of traveling waves (rigidly translating waveforms). Such a
solution can be simulated in the discrete space-temporal domain using delay lines, and the
resulting numerical algorithms are extremely efficient and accurate. Moreover, physical
phenomena such as frequency dependent losses and dispersion can be included in the
models by incorporating low-pass and all-pass filters in the delay line scheme. Again,
careful design of such filters allows for very accurate and relatively low-cost simulations.
Some sound synthesis algorithms based on the waveguide approach have been successfully
implemented on commercial integrated circuit.

Although waveguides are extremely successful in modeling nearly elastic mediums
(where the D’Alembert equation or some of its generalizations hold), they are not equally
good in dealing with systems where rigidity has a major role and bending forces are the
main source of oscillation. As an example, oscillations in a bar are governed by the so
called Euler-Bernoulli equation. No analytical general solution is given for this fourth
order PDE, and no traveling-waves schematization can be assumed. In order to deal with
such systems, finite difference or finite elements methods are the most suitable techniques.
These time-domain techniques are sometimes referred to as “brute force” methods, since
they are based on direct discretization of the PDEs and have high computational costs.
On the other hand, when properly used they provide stable and very accurate numerical
systems. Finite difference scheme have been used in the literature for modeling idiophones
[28, 29] and single reed systems [130, 128].

Other approaches are available, though less popular, for dealing with distributed sys-
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Figure 1.2: Feedforward source-filter block scheme associated to LPC based speech syn-
thesis.

tems: cellular models decompose a resonating body into a multitude of interacting parti-
cles whose dynamics is discretized and quantized, thus giving rise to a cellular automaton.
In the early nineties, Cadoz and his coworkers have introduced CORDIS-ANIMA systems
[50], that describe vibrating bodies as a set of interconnected mass-spring-damper cells.
Extremely high computational costs are a major drawback of this approach. Further-
more, no analytical tools are available for assessing stability properties of the discretized
systems.

1.3 Voice production and speech synthesis

Dominant techniques in speech synthesis are commonly based on signal models. Con-
catenative synthesis is largely used for commercial applications. This technique is based
on the concatenation of short recorded sounds, namely dyphones, through which words
and entire expressions are constructed. Suitable processing stages are provided for chang-
ing the sound quality and to account for prosody. Many techniques of speech coding and
synthesis use Linear Prediction Coefficients (LPC) [37]. The assumption underlying this
method is that the phonatory system can be schematized as a feedforward source-filter
model, as depicted in Fig. 1.2. According to such a schematization, the source block rep-
resents the airflow at the glottis, while the linear filter accounts for the combined effects
of the vocal (and possibly nasal) tract and lip radiation.

The effect of the vocal tract is to “shape” the glottal flow waveform by providing
formants (resonances). An all-pole model is therefore a good representation for such a
filter. Lip radiation acts as a high-pass operation: at low frequencies it can be argued
that radiated pressure is approximately the derivative of the flow, and this approximation
is indeed used in most cases. The system can be further simplified by switching the two
filters V (s) and R(s), thus obtaining the speech pressure signal by filtering the glottal
flow derivative with the vocal tract filter. Under these assumptions, techniques based
on linear prediction can be used for estimating the vocal tract all-pole filter V (s), and
the glottal flow derivative is obtained as the residue from inverse filtering of the radiated
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Figure 1.3: General block scheme of an articulatory speech synthesizer, to be compared to
Fig. 1.1. Figure based on Sondhi and Schroeter [129].

pressure.

LPC synthesis is, to a certain extent, physically-based, since the main blocks depicted
in Fig. 1.2 can be given a physical and physiological interpretation. However its major
assumption, i.e. a feedforward interaction between glottal source and vocal tract, holds
only as a first order approximation and is imprecise. In a real phonatory system, the
vocal tract behaves as an acoustical air column, thus providing feedback to the vocal
source through its input impedance. Detailed modeling has to take into account this
acoustical interaction in order to allow for more natural sounding output.

Speech synthesizers that are based on acoustical models are commonly referred to as
articulatory synthesizers. Figure 1.3 depicts a typical block scheme of an articulatory
synthesizer, as proposed by Sondhi and Schroeter [129]. When compared to the scheme
in Fig. 1.2, it appears to have a very similar structure. However in this case the two main
blocks interact in a feedback configuration. On the other hand, this scheme exhibits a
striking resemblance to the exciter-resonator decomposition outlined in Sec. 1.2 for musi-
cal instruments (see Fig. 1.1). Indeed, the modeling approaches adopted in articulatory
speech synthesis are very similar to those used for musical instruments, as noticed by
Sondhi and Schroeter [129].

The vocal tract is a non-uniform, time-varying resonator. As a first approximation,
it is described by its cross-sectional area function A(x, t) (x being the position along the
tract). A widely accepted approach [99, 129, 119, 37] approximates this profile with small
uniform (cylindrical) sections, that can be modeled separately and connected through
junctions (chapter 2 provides a brief introduction to the Kelly-Lochbaum junction). Most
of the modeling techniques are extremely similar to those outlined in Sec. 1.2 for musi-
cal resonators. Frequency domain approaches [129, 119] describe each cylindrical section
using “chain matrices” that are ultimately related to input impedance at the section
terminations. Time-domain methods make use of transmission lines for describing pres-
sure wave propagation in the cylindrical section [99, 37], and are formally identical to
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waveguide models.

Since the articulatory parameters are directly related to vocal tract geometries, in
human voice production they vary slowly enough to be good candidates for efficient
coding. Moreover, these parameters can be easily interpolated, because the interpolated
values between two physical area functions are physically realistic. This is not true in
general for LPC vocal tract filters: an interpolation between two realizable coefficient
vectors may lead to unstable filters or to impossible vocal tract cross-sectional areas.
Unlike musical instruments, however, vocal tract resonators are time varying: a major
problem in articulatory models is concerned with the estimation of vocal tract areas
A(x, t). One approach to such an estimation is through X-ray motion pictures [43], but
these measurements can only be obtained on a limited scale. On the other hand, direct
estimation of A(x, t) from the speech signal (radiated pressure) is not straightforward and
has been studied extensively (see for instance [119]): the main problem of this approach is
that the mapping from the acoustic parameters (e.g. a set of formants) to the articulatory
ones is not one-to-one.

Several approaches are possible for providing excitation signals to an articulatory vocal
tract. Parametric models, such as Liljencrants and Fant [44], are one option. These fit a
given glottal flow waveform using piecewise analytical functions, and are therefore signal
models. Alternatively, the vocal tract can be excited by a time varying section that
represents the glottis, and driving this additional section using synthesized or measured
glottal area signals. However a fully physical description has to account for the interaction
between the glottal source and the resonating vocal tract. Time-domain, lumped element
models have been developed that describe the vocal folds by means of one or more masses
and viscoelastic elements [73, 131]. These exhibit clear resemblance to lip reed models
for brass instruments [1, 69]. The first and most popular lumped model for the vocal
folds has been developed by Ishizaka and Flanagan [73], and describes each vocal fold
using two masses connected to the fold body and to each other with non-linear springs
and dampers. In this way it is possible to account for phase differences between the
upper and lower edges of the fold. The masses are driven by glottal pressure, which in
turn depends on glottal area, and the complete system is described by a set of non-linear
differential equations.

Chapter 4 provides more detailed description of the Ishizaka-Flanagan model and
lumped glottal models, together with original results. Here it is worth mentioning that
such lumped models can be easily coupled to an articulatory vocal tract and give rise to
“natural” interaction effects, that cannot be obtained using simpler feedforward source-
filter schemes. These effects include skewing of the glottal flow waveform when narrow
constrictions of the vocal tract occur, presence of oscillatory ripples on the positive slope
portion of the glottal waveform, dependence of pitch and open quotient on the load
characteristics. However, a major drawback of these lumped physical models is that they
are not easily controllable. The model parameters, such as mass and length of the vocal
fold, spring stiffness, rest position, do not map directly into perceptual dimensions such
as loudness, pitch, register, and so on. A possible strategy for attacking this problem
consists in developing an intermediate mapping that relates laryngeal muscle activation
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to lumped parameters [136]. Once such a physiologically realistic control space has been
constructed, a set of rules that transform perceptual variables into muscle activation can
be developed.

Articulatory speech synthesis can find an important application in the emerging field of
Auditory Visual Speech Processing –AVSP– [89]. It is widely known that joint synthesis
of visual (i.e. lip, jaw and tongue movements) and audio speech signals can improve
speech perception significantly. Development of “talking heads” has recently become a
very active research field, and indeed MPEG-4 already provides a standard for 3-D facial
modeling [39]. One ultimate goal is to create a synthetic speaking face that is as realistic
as a natural face in the movements of speech. So far, techniques based on concatenative
synthesis have been mostly used in auditory visual speech models. However, articulatory
speech synthesizers can be in principle naturally integrated in these models, since some
of the articulatory parameters (e.g. jaw opening, tongue tip displacement) can be used
to drive both the acoustic and the visual model.

1.4 Sound sources in virtual environments

Terminology related to applications of virtual environments and multimedia is some-
times confusing or even contradictory. The terms Virtual Reality and Virtual Environ-
ment are often used with the same meaning; “environment” may be preferable with
respect to “reality”, since reality is too complex to simulate and it is often better to
simulate a generic environment.

A rather general scheme summarizing the main components of a virtual environment
or a multimedia system is depicted in Fig. 1.4. Virtual environments can be characterized
in terms of three main elements: a scenario, i.e. one or more host computers that provide
algorithms for organizing and creating visual, auditory and possibly haptic output for
one or more users. A set of effectors, i.e. hardware devices (helmet-mounted displays,
headphones, force-feedback devices) that transduce output data from the scenario engine
to the user. And a set of sensors, again hardware such as position/velocity trackers or
data gloves, that allow for feedback from the user into the scenario. On the other hand, a
commonly accepted characterization of a multimedia system is simply that of a real-time
interactive software interface which includes multiple effectors. A multimedia system
should provide advanced graphics, animation and/or video-based visual interface. And
sound.

The development of visual interfaces within virtual environments is far beyond the
level that audio and sound have reached. As an example, high quality two-channel digital
sound has become standard equipment on personal computers only in recent years, while
high resolution color graphic hardware and software have been available long time ago.
In order to provide the feeling of presence in a virtual environment, however, a truly
multimodal surrounding is required, which includes not only vision but also auditory and
possibly haptic modalities. Sounds, in particular, (1) are characterized by a high semantic
richness, (2) can be associated in a direct way to well defined physical phenomena, and
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Figure 1.4: Schematic representation of the main components in a virtual environment
or multimedia system.

(3) convey many information flows and can be directly related to visual information in
order to modulate (or sometimes even override) visual cues.

It is worth mentioning here that MPEG-4 provides a set of tools that enable construc-
tion and concise transmission of audiovisual scenes composited from several component
pieces of content such as video clips, computer graphics, recorded sound, and parametric
sound synthesis. These tools are collected under the name BIFS (BInary Format for
Scene description), and a specific subset controlling the compositing of sound scenes is
called AudioBIFS. It provides a unified framework for sound scenes that use streaming
audio, interactive and terminal-adaptive presentation, three-dimensional (3-D) spatial-
ization, and/or dynamic download of custom signal-processing effects (see Sec. 1.5 for a
concise introduction to BIFS and AudioBIFS).

Research in sonification of virtual environments makes use of simple (or increasingly
complex) communication theory models in order to describe the listening experience of a
user. Three main elements are involved in such models, namely a source, a medium and a
receiver (or listener). Each of these can contain a number of transformations (both phys-
ical and perceptual) through which information is conveyed to the listener. The source
represents one or more vibrating objects, that radiate sound into the environment. The
medium involves the path by which sound propagates from the source to the listener: this
includes the environmental context (e.g. reverberation from the enclosure and diffrac-
tion from physical objects in the scenario). The receiver element involves the listener’s
auditory system, from ear to high level neurological processing.

Figure 1.5 shows a basic example of a source-medium-receiver model, as proposed by
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Figure 1.5: A source-medium-receiver model, based on Begault [17]. Vertical numbered
sections represent ni processing stages associated to each block .

Begault [17]. This is a perfectly suitable model in the context of sound spatialization,
reverberation and 3-D sound processing [93, 57, 17], where the information to be conveyed
is mainly concerned with spatial features such as perceived distance and position of the
sound source and environmental effects. Processing of such information involves mainly
the medium and the receiver blocks, and therefore a feedforward scheme can be reasonably
assumed.

Far less attention has been devoted to the source block. In particular, the scheme
of Fig. 1.5 totally neglects direct flow of information from the source to the listener.
Indeed, sound signals convey information about a number of source features, such as
shape, size, material, and even about the physical interaction that has originated the
sounds themselves. Moreover, a human receiver is not only a listener but also a player,
i.e. can interact with sound sources: thus a feedforward interaction scheme is not fully
satisfactory.

Early research addressing the problem of source perception from the sound signals is
to be found in the field of ecological psychology [100, 152, 153, 59]. The main idea in these
works is that listeners typically tend to describe sounds in terms of the sound-producing
events (Gaver [59] refers to this attitude as “everyday listening”). As a consequence, an
ecological acoustics has to be developed, which identifies those sound features that convey
information about physical properties of objects and events. Such properties are com-
monly grouped into two broad categories [59], namely structural invariants (specifying
individual properties of objects such as size, shape, material) and transformational in-
variants (characterizing interactions, i.e. the way objects interact or are played). Several
conjectures have been formulated about what acoustic cues are significant for conveying
information on these invariants [152, 153].

Psychoacoustic experiments have provided experimental basis to the above mentioned
conjectures [55, 84]. More recently some authors have tried to exploit these results for
sound modeling purposes. An example application is that of simulated contact with ob-
jects in a virtual environment, where sound can provide important information. Klatzky
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et al. [78] have shown that the acoustical cues proposed by Wildes and Richards [153] can
be conveniently incorporated in a contact model in order to provide perception of mate-
rial to the receiver. Analogous research has addressed the problem of shape perception
[141]. However, the sound synthesis algorithms used in this works are based on additive
synthesis techniques, and are therefore signal models. As already mentioned, one major
drawback of these models is that they are do not provide physically meaningful control
parameter. Conversely, the physical approach can in principle allow for algorithms whose
control parameters are naturally associated with physical variables and are responsive to
various kinds of interactions. Moreover, they can be easily synchronized with analogous
graphic models [98], thus providing a high degree of coherence and consistency for the
perception of objects and events [134].

The modeling paradigms used for developing physical models of musical instruments
can also be adopted in this case. As an example, resonating objects are conveniently
described using waveguide modeling. Recent work by Rocchesso and Dutilleux [102,
106, 104] has shown that 3-D waveguide structures can be successfully used for modeling
resonating enclosures, and can convey shape information to the listener. Interesting links
are also found with research in robotics. As an example, contact models for dynamic
simulation of robotic systems have been studied extensively, and are typically derived
using a lumped physical description (see [86]). Chapter 5 deals with physically-based
contact models, and shows how simple models and computationally efficient structures
can be used to obtain realistic contact sounds and natural interaction between the user
and the virtual objects.

1.5 Structured audio coding

Sound models for virtual environments and multimedia systems, discussed in the
previous section, face a series of constraints such as limited storage capacity, low cost
and reduced channel bandwidth in network applications. Such constraints have created a
demand for high-quality digital audio delivery at low bit rates, and considerable research
has been devoted to the development of algorithms for efficient “hi-fi” audio coding.
This section discusses the use of physically-based models for sound coding purposes; in
particular, the MPEG-4 Structured Audio standard is reviewed.

The central goal of audio coding is to represent the signal with a minimum num-
ber of bits while achieving transparent signal reproduction, i.e., generating output audio
that cannot be distinguished from the original input. Traditional lossless coders remove
entropic or information-theoretic redundancy from a sampled signal. This redundancy
arises from the fact that successive samples are not statistically independent and that
some sample values occur more often than others. These techniques allow perfect recon-
struction of the coded sounds.

In the last decade, a new class of algorithms have been proposed, based on perceptual
coding. Exhaustive introductions to this topic are provided by Painter and Spanias [97]
and by Brandenburg [26]. Suffice it to say that perceptual coders remove redundancies
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that are created by over-specifying the sound format with respect to the human auditory
system and by including features that cannot be perceived by a listener. In the coding
process, input signals are segmented into quasi-stationary frames. Then, time-frequency
analysis (usually matched to the analysis properties of the human auditory system) esti-
mates the temporal and spectral components on each frame. In parallel, psychoacoustic
analysis provides masking thresholds, and therefore estimates –for each point in the time-
frequency plane– the amount of quantization distortion that can be introduced without
causing any audible artifacts. Using this procedure a minimum number of bits can be
allocated for the coding of each frame, and as early as 1992 the MPEG-1 (Moving Picture
Expert Group) Audio provided standards for perceptual audio coding at various sampling
rates and bit rates: the now so popular “mp3” technology (MPEG-1, Layer-3) is already
ten years old.

Later generations of MPEG Audio have continued the work on perceptual coding.
In particular, the so called Advanced Audio Coding (AAC) became a standard in 1997.
AAC was able to provide the same quality of MPEG-1 Layer-2, with half the bit rate.
More recently, MPEG-4 has implemented new structured coding methods [148, 115, 116].
The main idea underlying these methods is that most sound signals exhibit structural
redundancy, i.e. they are more efficiently represented as processes –or models– than
as waveforms. Coding the symbolic description of a sound, i.e. an underlying model
together with its parameters, instead of the sound signal itself allows for ultra-low bit-
rate transmission.

A trivial example of a non-structured representation is given by a sampled waveform
coded in pulse code modulation (PCM) format: it is a very general and inefficient sound
representation, and no contextual model is embodied in the parameter space. In contrast,
a musical excerpt stored in MIDI format is a highly structured representation, but it is
not general: only sounds that obey the pitch-onset-duration model (such as in piano
music) can be encoded while subtly changing ones (such as wind or string instruments)
can not be completely specified. Physical models are clearly another good example of
structured representation of sound.

Table 1.2 summarizes the properties of various structured audio descriptions, including
physical models, as proposed by Vercoe et al. [148]. It can be noticed that none of the
representations are general –except for MPEG-4– i.e. each of them can be successfully
applied exclusively to some specific kinds of sounds. On the other hand, all of these
techniques are synthesizable, since they can be turned to sound without any additional
information. Some of these sound formats are semantic, that is, their parameters have a
clear high level meaning. Physical models have indeed a strong semantic interpretation,
since their control parameters are directly related to the real controls. In contrast signal
based representation, such as additive and subtractive synthesis, do not provide semantic
descriptions, as already discussed in Sec. 1.1.

A very important property is that of encodability, i.e. the possibility of extracting the
representation directly from an audio waveform. This is not an easy task in the case of
physical models. A first obvious observation is that a given physical model is suitable for
encoding purposes only with specific classes of sounds, i.e. those produced by the modeled
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Method General Encodable Synthesizable Semantic Accurate Efficient

MIDI/Event List No No Yes Yes No Yes

Additive synth. No Yes Yes No Somewhat Somewhat

Subtractive synth. No No Yes No Yes Yes

LPC models Speech only Yes Yes Somewhat Yes Somewhat

Physical models No Difficult Yes Yes Yes Yes

Synth. Languages No No Yes Somewhat Yes Yes

MPEG-4 Scenes Yes Difficult Yes Yes Yes Yes

Table 1.2: Properties of various structured representations of sound. Table based on
Vercoe et al. [148].

instrument. This is a disadvantage with respect to other structured representations, and
implies that a underlying physical model must be assumed for each class of sounds to
be encoded. A second difficulty comes from the fact that physical models are typically
non-invertible, and thus no analytical approach can be adopted.

One of the earliest studies on this topic is due to Casey [27]. He showed that two
layer neural networks can be used in order to reconstruct input parameters from the sound
signal. In his work, however, the matching was performed on the time-domain waveform
while spectral –and perceptual– features were neglected. More recent research by Serafin
et al. [121] uses frequency-domain features for estimating the control parameters of a
bowed string physical model. Their early results, obtained with training sets made of
synthetic sounds, are promising.

The MPEG-4 Structured Audio Standard unifies all of the structured representations
listed in Table 1.2 (and this is why MPEG-4 scene is classified as general). A sophisticated
synthesis language, called SAOL for Structured Audio Orchestra Language, allows the
description of synthesis and processing algorithms that can be designed using any of
the above methods. It is based on older languages, such as Music V and Csound, and
includes many new features such as more powerful functional abstraction, better score-
based controllability, and so on. Algorithms written in SAOL can be transmitted as
part of the bitstream, and a decoding terminal capable of understanding the language
can synthesize sounds as required by the content stream. Standard MIDI commands can
be used to drive the algorithms, and in addition the MPEG-4 specification provides a
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second tool, SASL (Structured Audio Score Language). This control language is more
complete than MIDI, in that it allows more complex control functions and mappings to
be specified.

Structured Audio, as well as other sound and speech representations, is integrated into
the MPEG-4 Binary Format for Scene Description, or BIFS. This tool enables the concise
transmission of audiovisual scenes [117]. Most of the concepts in BIFS are taken from
the popular Virtual Reality Modeling Language (VRML) standard, but AudioBIFS (the
part of BIFS controlling the description of sound scenes) contains significant advances in
quality and flexibility compared to VRML audio.

Like VRML, MPEG-4 BIFS encode the audiovisual material using a scene graph
representation, in which the content is organized as a set of hierarchically related nodes.
The BIFS scene graph is transmitted in the MPEG-4 bitstream, at the beginning of the
content session, and is therefore part of the content like the media objects themselves. A
node in the visual scene graph represents a visual object (like a cube or image), a property
of an object (like the textural appearance of a face of a cube), or a transformation of
a part of the scene (like a rotation or scaling operation). By connecting multiple nodes
together, object based hierarchies can be formed.

The AudioBIFS scene graph relies on a slightly different concept: an audio subgraph
represents a signal-flow graph describing various signal processing stages. Sounds flow
in from MPEG-4 audio decoders at the bottom of the scene graph. A child node passes
its processed output to one or more parent nodes. Through this chain of processing,
sound streams eventually arrive at the top of the audio subgraph and the final result is
presented to the user. In MPEG-4, a finished sound at the top of an audio subgraph is
termed a sound object.

Summarizing, this section has discussed the use of physically-based sound synthesis
algorithms for coding purposes. Research in this field is still in its first stages, and robust
and general encoding techniques still need to be found.

Summary

The chapter has compared the physically-based approach to other traditional sound
synthesis techniques. Specifically, the ability of the various techniques to provide a se-
mantic representation of sound has been discussed.

Sections 1.2 to 1.4 have reviewed the use of physically-based synthesis algorithms for
the development of virtual musical instruments, for voice and speech synthesis applica-
tions, and for the sonification of multimedia environments. In each of these application
cases the discussion has focused on control. Since the synthesis algorithms describe the
mechanisms of sound generation, the control parameters have a straightforward inter-
pretation in terms of physical quantities, which helps in the design of effective control
models.

Finally, Sec. 1.5 has reviewed recently developed coding techniques, that are based
on the coding and the transmission of sound models instead of sound signals. These
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techniques, generally referred to as structured audio coding, permit ultra-low bit-rate
transmission. The possible use of physically-based algorithms for coding purposes has
been discussed. It has been pointed out that one of the major open problems is how to
encode the models, i.e. how to extract the parameters of the physical models from the
sound waveforms.





Chapter 2

Structural and computational
aspects

2.1 Distributed models: the waveguide approach

This section introduces the basic concepts of waveguide modeling. Discussion is fo-
cused on one-dimensional resonators, and gives the theoretical bases for understanding
the simple waveguide structures that are used in the following chapters. More complete
formulations are to be found in works by Smith [125, 126, 127]. Berners [20] provides a
rigorous yet enjoyable discussion of waveguide modeling for acoustical resonators. The
accurate design of waveguide structures for simulation of woodwind instruments is ad-
dressed by Scavone [114]. Bilbao [22] compares digital waveguide networks to other
similar structures, namely multidimensional wave digital filters, and proposes a unified
formulation of these techniques.

No attention is devoted here to higher dimensional waveguide structures, since these
are not used in the remaining of the thesis. Considerable research has been carried out
on this topic, see [143, 52, 113, 53].

2.1.1 One-dimensional wave propagation

The D’Alembert equation describes vibrational phenomena in an ideal elastic medium.
The one-dimensional version of this equation is written as

∂2y

∂x2
(x, t) =

1

c2

∂2y

∂t2
(x, t). (2.1)

This equation holds, for instance, in an ideal string of length L, linear mass density µ
and tension T . In this case the variable x ∈ [0, L] stands for position along string length
and y stands for transversal displacement of the string. The constant c has the value√

T/µ and has the dimensions [m/s] of a velocity. A full derivation of Eq. (2.1) for the

ideal string can be found in many textbooks [18, 49]: roughly speaking, the two main
assumptions are that (i) the infinitesimal string segment dx moves only in the vertical

19
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direction, so that its acceleration can be computed using only the transverse component
of the tension as the acting force; and (ii) the amplitude of the vibrations is very small.
A fundamental property of Eq. (2.1) is that it describes propagation phenomena. Indeed,
factoring the equation yields

(
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)
y = 0,

and from this factorization it is easily seen that generic solutions take the form

y(x, t) = y+(ct− x) + y−(ct + x). (2.2)

The two functions y± describe waveforms that translate rigidly with velocity c, in the
right-going and left-going directions, respectively. Their shape is determined by the
boundary conditions (in space) and the initial conditions (in time). Another important
result is that complex sinusoids ej(ωt±kx), with k = ω/c, are solutions of the D’Alembert
equation. Depending on boundary conditions, only certain values are allowed for k. For
a fixed string (i.e. y(0, t) = y(L, t) = 0) these turn out to be kn = nπ/L with n ∈ N,
i.e. the only allowed frequencies form a harmonic series. Due to the Fourier theorem, the
general solution is a linear combination of these sinusoids.

A n-dimensional generalization of Eq. (2.1) is found to be

∇2y(x, t) =
1

c2

∂2y

∂t2
(x, t), (2.3)

where the symbol ∇2 = ∂2

∂x2
1

+ ∂2

∂x2
2

+ . . . + ∂2

∂x2
n

stands for the n-dimensional Laplacian

operator. With n = 2, Eq. (2.3) describes for instance mechanical vibrations in an
ideal membrane, while n = 3 is well suited for describing acoustic disturbances in an air
volume. In this latter case x represents Euclidean coordinates in space and y stands for
the acoustic pressure p. As opposed to mechanical vibrations in a string or membrane,
acoustic vibrations are longitudinal rather than transversal, i.e. the air particles are
displaced in the same direction of the wave propagation. Again, simplifying assumptions
have been made for deriving Eq. (2.3) in the acoustic case. Namely, disturbances are
considered to be small so that the acoustic pressure p is related to density ρ via a linear
relation: p = B(ρ− ρair)/ρair, where B is the linearized adiabatic bulk modulus and ρair

is the air equilibrium density. The constant c is then given the value
√

B/ρair, and again

has the dimensions [m/s] of a velocity.
There are interesting cases where acoustic disturbances can be assumed to be one-

dimensional up to a reasonable approximation. Propagation in a cylindrical tube of
radius r0 is an example: by exploiting boundary conditions and symmetries, and looking
for harmonic solutions (those with time dependence exp(jωt)), the acoustic pressure can
be written in cylindrical coordinates as p(r, φ, z, t) = exp(jωt)·R(r)Z(z) and the equation
is separable (see Fig. 2.1 for an illustration of cylindrical coordinates). This leads to the
coupled spatial solutions [49]

R(r) = I0(βr), Z(z) = e±j(k2−β2)
1/2

z, (2.4)
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Figure 2.1: Illustration of cylindrical and spherical coordinates.

where I0 is the Bessel function of the first kind and zero order. The boundary condition
on the cylindrical surface is d/dr[I0(βr0)] = 0, or equivalently I1(βr0) = 0. Therefore,
only the β values for which I1(βr0) = 0 are allowed. The first allowed value is obviously
β = 0: this corresponds to the zero-th order modes with Z(z) = exp(±jkz) and R(r) ≡ 0,
i.e. plane wave propagation along z. The next allowed value corresponds to the first zero
of I1, i.e. βr0 = 3.83171. If r0 = 8 · 10−3 [m] (the approximate radius of a clarinet bore),
then β = 479 [m−1] and the first corresponding mode in the z direction has a cutoff
frequency fc = βc/2π = 26.15 [kHz]. Only frequencies higher than fc do propagate, and
they are well out of the range of human hearing. Therefore, for audio applications higher
order non-planar modes can be neglected and one-dimensional wave propagation in the
z direction can be conveniently described using Eq. (2.1).

Conical geometries are a second example where one-dimensional propagation can
be approximately assumed. Again, by exploiting boundary conditions and symmetries
and looking for harmonic solutions, pressure can be written in spherical coordinates as
p(r, θ, t) = exp(jωt) · Θ(θ)R(r) and the equation is separable (see Fig. 2.1 for an il-
lustration of spherical coordinates). Without going into details, analysis analogous to
that outlined for cylindrical geometries shows that higher-order modes can also be ne-
glected in this case, and propagation in the r direction is conveniently described with
zero-th order modes. Since the Laplacian operator is expressed in spherical coordinates
as ∇2 = 1

r2
∂
∂r

(
r2 ∂

∂r

)
+ 1

r2 sin θ
∂
∂θ

(
sin θ ∂

∂θ

)
+ 1

r2 sin2 θ
∂2

∂φ2 , the one-dimensional equation for
spherical wave propagation is

1

r2

∂

∂r

(
r2∂R

∂r

)
(r, t) =

1

c2

∂2R

∂t2
(r, t). (2.5)

Using the substitution R = R̃/r, it is easily seen that Eq. (2.5) reduces to the one
dimensional D’Alembert equation (2.1). Therefore R̃ is the sum of two traveling waves
R̃±, and the general solution for the zero-th order radial modes is

R(r, t) =
1

r
[R̃+(ct− r) + R̃−(ct + r)]. (2.6)

So far, only displacement y and acoustic pressure p have been considered in the wave
equation. However, alternative wave variables can be used in strings and acoustical bores.
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As an example, the force acting on a string section dx is defined as

f(x, t) = −T
∂y

∂x
(x, t) = −T

[
∂y+

∂x
(ct− x) +

∂y−

∂x
(ct + x)

]
=

T

c
ẏ+(ct− x)− T

c
ẏ−(ct + x).

Therefore, using this equation force waves f± can be defined as f± := ∓T
c
ẏ±. On the

other hand, the transversal velocity wave variable in the same string is given by

v(x, t) =
∂y

∂t
(x, t) = ẏ+(ct− x) + ẏ−(ct + x).

From this, velocity waves v± are defined as v± := ẏ±. The pair of force and velocity
variables is sometimes referred to as Kirchhoff variables, in analogy with voltage and
current in electrical systems (Sec. 2.2 provides a detailed discussion of Kirchhoff variables
and analogies between electrical, mechanical and acoustic systems). From the previous
equations it immediately follows that

f±(ct∓ x) = ±Z0v
±(ct∓ x), with Z0 = T/c =

√
Tµ. (2.7)

The quantity Z0 takes the name of wave (or characteristic) impedance of the string, and
its reciprocal Γ0 = Z−1

0 is termed wave admittance. Note that using Z0 both the force f
and the velocity v can be related to the force waves f±. Namely, the following relations
hold:

f = f+ + f−, v =
1

Z0

[
f+ − f−

]
,

f+ =
f + Z0v

2
, f− =

f − Z0v

2
,

(2.8)

that transform the pair (f, v) into the pair (f+, f−), and vice versa. Wave impedance
can be defined also in a cylindrical bore. In this case the Kirchhoff variables are taken
to be pressure p and flow u (volume velocity). These can be related through the wave
impedance Z0: p±(ct ± x) = ±Z0u

±(ct ± x), where Z0 = ρairc/S and S is the constant
cross-sectional area of the bore (see e.g. [49] for a rigorous justification of this formula).
For conical geometries, the cross-section S is not constant and the definition of Z0 has
to be generalized. The wave impedance is then defined as a function Z0(s) such that
the relations P±(r, s) = ±Z0(s)U

±(r, s) hold in the Laplace domain. It can be seen that
Z0(s) = ρairc/S · [rs/(rs + c)].

Summarizing, this section has shown that vibrational phenomena in many elastic
media can be described as one-dimensional wave propagations. Furthermore, Kirchhoff
and wave variables in these media are related through wave impedance. This results
provide the basis for developing 1-D waveguide structures.

2.1.2 Waveguide structures

Waveguide models exploit the existence of the solution (2.2) to the D’Alembert equa-
tion and discretize this solution instead of the differential equation itself. This remark
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Figure 2.2: Lossless waveguide sections with observation points at position x = 0 and
x = mXs = L; (a) cylindrical section; (b) conical section.

explains to a large extent why waveguide structures are much more efficient than finite
difference methods in simulating vibrations of elastic media.

Consider a pressure distribution p = p+ + p− inside an ideal lossless cylindrical bore.
If Ts is the sampling period, a suitable choice for the spatial sampling step is Xs = cTs.
Thus, a discretized version of p is obtained through the variable substitution x 7→ mXs

and t 7→ nTs (with m,n ∈ N), and leads to

p(mXs, nTs) = p+(ncTs −mXs) + p−(ncTs + mXs) = p+[(n−m)cTs] + p−[(n + m)cTs].

Removing the constant sampling steps yields:

p(m,n) = p+(n−m) + p−(n + m). (2.9)

The term p+(n −m) in Eq. (2.9) can be thought of as the output from a digital delay
line of length m, whose input is p+(n). Analogously, the term p−(n + m) can be thought
of as the input of a digital delay line with the same lenght, whose output is p−(n).
This remark leads to the definition of a waveguide section as a bidirectional delay line,
as depicted in Fig. 2.2(a). Note that the horizontal direction of this structure has a
straightforward physical interpretation: it corresponds to the position x along the axis
of the cylindrical bore. In the example depicted in Fig. 2.2, two “observation points”
have been chosen at x = 0 and x = mXs = L. At these points, the pressure signal at
time n is reconstructed by summing the corresponding pressure waves p±. A very similar
structure can be outlined for numerically simulating a pressure distribution in an ideal
lossless conical bore [19]. In this case, propagation is described by the one-dimensional
equation (2.5), whose general solution is given by Eq. (2.6). The conical waveguide is



24 F. Avanzini – Computational issues in physically-based sound models

therefore defined as in Fig. 2.2(b). Observation points can be chosen analogously to the
cylindrical case.

As already mentioned, these waveguide sections describe ideal systems where the
D’Alembert equation (2.1) or its spherical version (2.5) hold. Real systems exhibit more
complex behavior. As an example, energy dissipation occurs in any real vibrating medium.
In an acoustical bore this is due to air viscosity, thermal conduction and wall losses.
Dissipation in a string comes from internal losses related to elastic properties of the
material, energy transfer through terminations, and friction with air. For clarity, consider
the pressure distribution in a cylindrical bore. In the simplest approximation, all of the
dissipation phenomena can be incorporated in the D’Alembert equation by including an
additional term proportional to the first time derivative:

∂2p

∂t2
(x, t) = c2 ∂2p

∂x2
(x, t)− ε

∂p

∂t
(x, t). (2.10)

In the limit of small ε, Eq. (2.10) still admits a traveling wave solution, which can be
digitized with the same procedure described in the ideal case:

p(x, t) = e−
εx
2c p+(ct− x) + e

εx
2c p−(ct + x), then

p(m,n) = gmp+(n−m) + g−mp−(n + m), with g = e−
εTs
2 < 1.

(2.11)

Thus the traveling waves are exponentially damped along the propagation direction, and
this phenomenon can be easily incorporated in the waveguide structure. This is shown
in Fig. 2.3(a), where losses have been consolidated, or lumped, in a single multiplier
cascaded to the delay line. The loss factor gm summarizes the distributed losses occurring
in the spatial interval [0,mXs]. In most of real phenomena, however, losses increase
with frequency. A better approximation of dissipation phenomena can account for this
frequency dependence by substituting the constant factor g with a lowpass filter G(z).
Moreover, in order to avoid frequency dependent delay, G(z) must be a zero-phase FIR
filter. Alternatively, a linear-phase filter can be used; in this case the length of the delay
line has to be reduced correspondingly, in order to obtain the desired overall delay. For
a more detailed discussion of lossy waveguide structures see [110].

A second important phenomenon in natural wave propagation is that of dispersion.
In a string, dispersion is introduced by string stiffness. This is usually modeled in the
D’Alembert equation (2.1) by introducing an additional term proportional to the fourth
spatial derivative:

1

c2

∂2p

∂t2
(x, t) =

∂2p

∂x2
(x, t)− ε

∂4p

∂4x
(x, t), (2.12)

where the dispersive correction term ε is proportional to the string Young’s modulus. If
ε is small, its first order effect is to increase the wave propagation speed with frequency:

c(ω) = c0

(
1 +

εω2

2c2
0

)
, (2.13)
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Figure 2.3: Waveguide simulation of non-ideal media; (a) frequency independent dissipa-
tion; (b) dispersion.

where c0 is now the wave travel velocity in the absence of dispersion. Equation (2.13)
states that a traveling wave is no longer a rigid shape that translate at constant speed.
Instead, frequencies “disperse” as they propagate with different velocities. As a conse-
quence, the frequencies ωk of the allowed partials are not harmonic, instead they are
stretched onto an inharmonic series according to the equation

ωk = kω0Ik, where Ik ≈
√

1 + Bk2,

and where B = π2ε/L2. The quantity Ik is usually termed index of inharmonicity. Dis-
persion is particularly important in piano strings, where the lower tones exhibit significant
inharmonicity [49].

Having a non-uniform wave velocity c(ω) implies that it is not possible to define a
sampling step as Xs = c0Ts. Instead, it can be said that a component with frequency
ω travels a distance c0Ts in the time interval c0Ts/c(ω). As a consequence, the unitary
delay z−1 has to be substituted with the all-pass filter Ha(z) = z−c0/c(ω), which has a
unitary magnitude response but non-constant phase delay. Similarly to dissipative low-
pass filters, m all-pass delays can be lumped in a single filter Hm

a . Moreover, the linear
and non-linear parts of the phase response can be treated separately. Hm

a can thus be
written as Hm

a (z) = z−m · HA(z), where HA(z) is another all-pass filter approximating
the non-linear part of the phase response. In summary, a dispersive resonator is modeled
as in Fig. 2.3(b). For a detailed discussion of dispersion filter design see Rocchesso and
Scalcon [109].

One last improvement to the basic waveguide structure of Fig. 2.2 is provided by
fractional delay lines. It is easily verified that with a sampling rate Fs = 44.1 [kHz] and
with a wave velocity c = 347 [m/s] (sound velocity in air at 20 C◦), the resulting spatial
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step is Xs = 7.8 · 10−3 [m]. This distance produces perceivable pitch variations in a
wind instrument. It is therefore necessary to design fractional delays in order to provide
fine tuning of the length of a waveguide section. Without going into details, this can be
ideally achieved by including an additional filter in the structure, with flat magnitude
response (that does not affect the overall magnitude response of the waveguide structure)
and linear phase response (that adds the desired fractional delay). Both interpolation
filters (FIR) and all-pass filters (IIR) can be used for approximating such characteristics.
More detailed discussions are provided by Välimäki [139], by Laakso et al. [79] and by
Rocchesso [109, 103].

2.1.3 Junctions and networks

The last section has introduced the main concepts of waveguide modeling for a sig-
nal propagating in a uniform medium. When discontinuities are encountered, the wave
impedance changes and signal scattering occurs, i.e. a traveling wave is partially reflected
and partially transmitted. Examples of non-uniform media are a cylindrical bore where
the cross-sectional area changes abruptly, or a string where the value of the linear mass
density jumps changes discontinuously. In order to model these discontinuities, appro-
priate junctions have to be developed, that connect two (or more) waveguide sections.
Terminations can be regarded as special cases of junctions, as discussed in the following
paragraphs.

Consider two cylindrical bores, with cross-sectional areas S1,2 and wave admittances
Γ1,2 = Z−1

1,2 = S1,2/ρairc, connected to each other. Analysis of this problem leads to the
derivation of the well known Kelly-Lochbaum junction. First of all, physical constraints
have to be imposed on the Kirchhoff variables p, u at the junction, namely pressures p1,2

must have the same value pJ and the flows u1,2 from the two sides must sum to zero:

u1 + u2 = 0, p1 = p2 = pJ . (2.14)

Using the Kirchhoff analogy p ↔ v (voltage) and u ↔ i (current), Eqs. (2.14) can be
regarded to describe a parallel junction. If pressure wave variables are introduced as in
Eq. (2.8) (with p+ and p− denoting incoming and outgoing waves, respectively), and
the junction pressure pJ is used, then the relation p−l = pJ − p+

l (for l = 1, 2) holds.
Substitution in the first of Eqs. (2.14) yields

0 = (u+
1 + u−1 ) + (u+

2 + u−2 ) = Γ1(p
+
1 − p−1 ) + Γ2(p

+
2 − p−2 ) =

= Γ1(2p
+
1 − pJ) + Γ2(2p

+
2 − pJ).

From this, the junction pressure pJ can be expressed in terms of the incoming pressure
waves p+

1,2 as

pJ = 2
Γ1p

+
1 + Γ2p

+
2

Γ1 + Γ2

.
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Figure 2.4: Kelly-Lochbaum junction for two cylindrical bores with different areas.

Using this latter expression, the outgoing pressure waves p−1,2 can be written as

p−1 = pJ − p+
1 = −Γ2 − Γ1

Γ2 + Γ1

p+
1 +

2Γ2

Γ2 + Γ1

p+
2 ,

p−2 = pJ − p+
2 =

2Γ1

Γ2 + Γ1

p+
1 +

Γ2 − Γ1

Γ2 + Γ1

p+
2 .

(2.15)

If the reflection coefficient ρ is defined as

ρ :=
Γ2 − Γ1

Γ2 + Γ1

,

then Eqs. (2.15) become
p−1 = −ρ p+

1 + (1 + ρ)p+
2 ,

p−2 = (1− ρ)p+
1 + ρ p+

2 .
(2.16)

These equations describe the Kelly-Lochbaum junction. A scattering diagram is depicted
in Fig. 2.4.

This junction has been extensively used in what are sometimes termed “multitube
lossless models” of the vocal tract [37]. These are basically articulatory models where
the vocal tract shape is approximated as a series of concatenated cylindrical sections.
Pressure wave propagation in each section is then described using digital waveguides,
and interconnections are treated as Kelly-Lochbaum junctions. Remarkably, the same
junction can be used to describe not only acoustic, but also mechanical structures. As
an example, consider two strings with different densities, connected at one point: this
can be thought of as a series junction, since the physical constraints impose that velocity
(i.e., “current”) has to be the same on the left and right sides, and the sum of forces (i.e.,
“voltages”) from the two sides must be zero. Analogously to the above analysis, a series
Kelly-Lochbaum junction can be derived in this case.

Terminations of a waveguide model are an interesting particular case of junctions.
Consider an ideal cylindrical bore, closed at one end: this boundary condition corresponds
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Figure 2.5: Example of an acoustic model implemented with waveguide sections an junc-
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[49] to an infinite impedance Z2 = ∞ (i.e., S2 = 0), and thus to a reflection coefficient
ρ = −1. In other words, complete reflection occurs and the relation p−1 (0, t) = p+

1 (0, t)
holds. Similarly, an ideally open end can be seen to correspond to Z2 = 0 (i.e., S2 = ∞),
and thus to ρ = 1: this is a second case where complete reflection occurs, namely the
relation p−1 (0, t) = −p+

1 (0, t) holds. Analogous considerations hold for string terminations.
In non-ideal cases the strings can be not perfectly fixed at the termination, and tension
modulations can be introduced [138].

Figure 2.5 shows an example where different junctions have been used and combined
into a waveguide model. Note that in this example the scattering junction between
the two cylindrical sections is not in the Kelly-Lochbaum form; instead, a one-multiply
scattering junction is used, which allows more efficient implementation of Eqs. (2.16).
Open- and closed-tube terminations are modeled according to the above remarks.

The result expressed in Eq. (2.16) can be easily extended to higher dimensions.
Consider parallel junction of N acoustical bores. In this case a scattering matrix can be
found, and Eq. (2.16) is generalized to

p− = A · p+, (2.17)

where p± are n-dimensional vectors whose elements are the incoming and outgoing pres-
sure waves in the n bores. The physical constraints expressed in Eq. (2.14) are also
generalized in an obvious way, and calculations analogous to those outlined for the Kelly-
Lochbaum junction lead to the result

A =




2Γ1

ΓJ
− 1, 2Γ2

ΓJ
, · · · 2ΓN

ΓJ

2Γ1

ΓJ
, 2Γ2

ΓJ
− 1, · · · 2ΓN

ΓJ
...

. . .
...

2Γ1

ΓJ
, 2Γ2

ΓJ
, · · · 2ΓN

ΓJ
− 1




, where ΓJ =
N∑

l=1

Γl. (2.18)

Note that when N = 2 Eq. (2.17) reduces to the Kelly-Lochbaum equations.
A final remark is concerned with junctions of conical elements: this is not a straight-

forward generalization of the cylindrical case. Indeed, the derivation of Kelly-Lochbaum
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Figure 2.6: Boundary regions for (a) non-convex and (b) convex conical junctions.

equations is based on the implicit assumption of plane wave propagation. This assump-
tion permits imposition of the constraints (2.14) on a flat scattering boundary, which is
a wavefront for both p1 and p2. But wavefronts in conical sections are spherical and this
circumstance makes it impossible to define a unique surface on which boundary condi-
tions can be applied: Fig. 2.6(a) shows that there is a region between the two spherical
wavefronts which is within neither conical segment. This ambiguity in the definition of
the scattering boundary is usually overcome by assuming that the transition volume is
small and thus pressure is constant inside the volume [3, 4, 87, 88]. A second and more
serious problem arises when looking for a digital junction analogous to Eqs. (2.16). The
reflection coefficient ρ is generalized to a first order IIR filter R(z) (see Välimäki and
Karjalainen [140]). However, this filter turns out to be unstable (non-causal growing
exponential) in the case of the convex configuration depicted in Fig. 2.6(b). Berners [20]
shows that this is ultimately due to the presence of a trapped mode, such that the Fourier
traveling components do not constitute a complete basis set in the region surrounding
the discontinuity.

2.2 Lumped models

Lumped models are well suited for describing systems whose spatial dimensions are
small compared to acoustic wavelengths. A single reed in a wind instrument is a typical
example: it is small enough to assume that pressure along the internal surface of the
reed is constant; the frequency of the first oscillation mode of the reed is well above
any playable frequency in a wind instrument; oscillations occur mainly in the vertical
direction, and as a first approximation the system can be described with a single degree
of freedom, i.e. the reed tip vertical displacement. Based on these considerations, many
authors approximate the reed behavior with that of a lumped second order mechanical
oscillator (Sec. 3.1 discusses this model in more detail).

Section 2.2.1 introduces analogies between mechanical, acoustic and electric lumped
systems; the role of lumped non-linearities is discussed in Sec. 2.2.2.
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2.2.1 Analogies

In a large class of systems it is possible to construct pairs of variables characterized
by the property that their product has the dimensions of power [Kg m2/s3]. In electrical
systems such a pair of variables is given by (v, i), voltage and current. Integro-differential
relations can be found that relate these two variables, in particular three elementary
relations define the fundamental quantities resistance R, inductance L and capacitance C.
In the Laplace domain, the integro-differential equations are turned into simple algebraic
relations:

V (s) = R · I(s), V (s) = sL · I(s), V (s) =
1

sC
I(s). (2.19)

These are particular examples of a more general relation in linear electric circuits:

V (s) = Z(s)I(s), (2.20)

where the quantity Z(s) is called impedance of the circuit and is defined as the ratio
between the Laplace transforms of voltage and current intensity. The inverse of Z(s) is
called admittance, and it is usually denoted as Γ(s) = Z(s)−1.

An analogous pair of variables are found in mechanical systems: force f [Kg m/s2]
and velocity v [m/s] satisfy the same condition of voltage and current, i.e. their product
is a power. Therefore, f and v are taken as mechanical Kirchhoff variables. Again, the
ratio of these two variables in the Laplace domain is defined as (mechanical) impedance,
and its inverse is the (mechanical) admittance. Using three notable relations between f
and v, it is possible to introduce mechanical equivalents of resistance, capacitance and
inductance. The simplest relation is direct proportionality: f(t) = rv(t). This is used
to define ideal linear viscous forces, and comparison with the first of Eqs. (2.19) permits
r to be regarded as a mechanical resistance. Newton’s second law of classical dynamics
provides a second relation: the inertial mass m of a non-relativistic body is defined as the
ratio between the total force acting on it and its acceleration, i.e. f(t) = ma(t) = mv̇(t).
In the Laplace domain this is turned into F (s) = msV (s), and from comparison with the
second equation in (2.19) m is seen to be equivalent to an inductance. Finally, Hooke’s
law provide an analogy to electrical capacitance: in an ideal linear spring the elastic force
is proportional to the elongation of the spring: f(t) = kx(t) = k

∫ t
0 v(τ)dτ . Again, in the

Laplace domain this is turned into F (s) = k/s V (s), and comparison with the third of
Eqs. (2.19) shows that the stiffness constant k of the spring corresponds to the reciprocal
of a capacitance. Summarizing, the analogies between mechanical and electrical elements
are as follows:

F (s) = r · V (s), F (s) =
k

s
V (s), F (s) = ms · V (s),

⇓ ⇓ ⇓
r ∼ R,

1

k
∼ C, m ∼ L.

(2.21)
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Figure 2.7: A mass pulled by a linear spring; (a) mechanical system and (b) combination
of one-ports in series.

Figure 2.7(a) shows the simplest example of a “series” junction between these me-
chanical elements: a mass attached to an ideal linear spring and driven by an external
force. The system’s dynamics are described by the equation

mẍ(t) = −kx(t) + f(t), ⇒ F (s) =

(
ms +

k

s

)
V (s). (2.22)

The second equation (2.22) shows that the aggregate impedance Z(s) of the system is
the sum of the two elementary impedances Z1(s) = ms and Z2(s) = k/s.

The above discussion is the starting point for developing one-port network theory for
mechanical systems. The one port is defined as a black-box with a single pair of in-
put/output terminals, as in Fig. 2.7(b). A force is applied at the terminals, analogously
to an electrical potential, and velocity “flows” as electrical current. Instantaneous power
and energy can be defined and used to characterize passive and lossless one-ports. Con-
nections through ports can be made using Kirchhoff’s Laws, so that series and parallel
junctions are defined analogously to circuit theory. In circuit theory terminology, the
two one-ports in Fig. 2.7(b) share a common velocity, thus they are connected in series.
Bilbao [22] discusses these issues in detail.

It is worth mentioning that in certain situations, acoustical systems can be described
in terms of lumped elements only. In particular, when the dimensions of an acoustical
element are much less than the sound wavelength, then the acoustical pressure, p can be
assumed constant In this case, the acoustic behavior of the element is, at least at low
frequencies, very simple. Note that the acoustic pressure p [Kg/ms2] and the volume
velocity u [m3/s] are such that their product is a power, and can therefore be used as a
pair of Kirchhoff variables.

Resistive phenomena are observed during the passage of acoustic airflow through
a small opening. In this case the flow behavior is dominated by viscous and thermal
losses and it is reasonably assumed to be in phase with the acoustic pressure, therefore
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Figure 2.8: A Helmholtz resonator driven by an external acoustic wave; (a) acoustic
system and (b) circuit representation.

the relation p(t) = Ru(t) holds at the opening where the constant R is termed fluid-
dynamic resistance. Fluid-dynamic inductance is defined in a short, open tube having
cross-sectional area S and length L. The air mass inside the bore is then m = ρairSL
(ρair being the air density). Suppose that an acoustic pressure p(t) is applied to one end
of the tube; then the enclosed air behaves like a lumped mass driven by the force Sp, and
Newton’s law implies

Sp(t) = ρairSL · v̇(t), ⇔ P (s) =
ρairL

S
· sU(s),

where the relation u(t) = Sv(t) has been used, and v(t) indicates particle velocity. Finally,
capacitance is associated with air volumes. Consider the volume V (t) of air inside a cavity;
the contraction dV (t) caused by an acoustic pressure p(t) is such that −ρairc

2 ·dV/V = p,
where ρairc

2 is the bulk modulus of air at atmospheric pressure. As a consequence, a new
air volume −dV can enter the cavity. By definition, this equals the integral of u(t) over
time, therefore

−dV (t) =
∫ t

0
u(t′)dt′ =

V

ρairc2
p(t), ⇔ P (s) =

ρairc
2

V s
U(s).

Comparison of this relation with the last of Eqs. (2.19) is then straightforward: it is
immediately seen that the quantity ρairc

2/V s is the acoustical equivalent of a capacitive
impedance.

Analogously to the mechanical case, simple acoustic systems can be described as
combinations of these elementary impedances. Consider a Helmholtz resonator driven by
an external sound wave, as in Fig. 2.8(a). Both the inductive impedance associated with
the tube and the resistance associated with the opening impede the same flow u, and are
therefore in series. This flow u enters the cavity, so that the capacitance associated with
the volume is in series with the other two. The resulting acoustic circuit is depicted in
Fig. 2.8(b).

Table 2.1 summarizes the main analogies between electrical, mechanical and acoustical
systems, as discussed throughout this section.
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Electrical Mechanical Acoustical

Current i [A] Velocity v [m/s] Flow u [m3/s]

Voltage v [V] Force f [N] Pressure p [Pa]

(Resistance) R (Damping) r (Opening) R

(Capacitance) 1
sC

[
Kg·m2

s

]
(Spring) k

s

[
Kg
s

]
(Cavity) ρairc2

V s

[
Kg
m4·s

]

(Inductance) s
L (Mass) m · s (Bore) ρairLs

S

Table 2.1: Summary of analogies in electrical, mechanical and acoustical systems.

2.2.2 Non-linearities

As mentioned in chapter 2, musical oscillators are typically non-linear: non-linearities
must be present for a system to reach stable self-sustained oscillations, as in the case of
persistently excited instruments (e.g., winds and strings). Non-linear elements may also
be present in other systems in order to account for accurate modeling of interaction mech-
anisms. As an example, collisions between lumped masses are often described through a
non-linear contact force.

The previous section has outlined the formal analogies between linear mechanical and
electrical systems. It is possible to extend the analogy to the non-linear case. Consider
the well known Chua-Felderhoff electrical circuit: this is a RLC circuit, made of a series
connection of a resistor R, an inductor L and a capacitor C. The elements R and L
are constant, while this is not the case for C. More precisely, the characteristic of the
capacitance is a function of the voltage v, so that the system is described as follows:

v(q) =
1

2v0C0

(
q2 + q

√
q2 + 4C2

0v
2
0

)
, ⇔ C(v) =

C0√
1 +

v

v0

,

v(q) + Rq̇(t) + Lq̈(t) = ve(t), (v > v0).

(2.23)

The variable q(t) stands for the charge on the capacitor, and ve(t) is an applied voltage.
It is easily verified that C(v) ∼ C0 when v → 0, i.e. the system is a linear RLC circuit in
the limit of small oscillations. However, for larger voltage v this approximation does not
hold, and C(v), q(v) behave as depicted in Fig. 2.9(a) and (b), respectively. Note that
there is no easy way to translate the non-linear relation (2.23) into the Laplace domain,
because the definition of impedance given in Sec. 2.2.1 assumes linearity of the circuit
elements. The Chua-Felderhoff circuit has been extensively studied and is one of the
classical systems used for exemplifying transition to chaotic behavior: when the peak
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Figure 2.9: Non-linear behavior of (a) capacitance C(v) and (b) charge q(v) in the Chua-
Felderhoff circuit.

of the voltage generator is increased, the behavior of the charge q(t) on the capacitor
undergoes successive bifurcations.

The Chua-Felderhoff circuit finds some analogous counterparts in mechanical and
acoustic systems. As an example, a non-linear lumped model for a single reed is proposed
in chapter 3, where the lumped parameters depend on the reed tip displacement:

m(yL)ÿL(t) + r(yL)ẏL(t) + k(yL)yL(t) = Sd∆p(t), (2.24)

where yL is the reed tip displacement, ∆p is the pressure drop along the slit and m(yL),
r(yL), k(yL) are the reed mass, damping and stiffness, respectively (see Sec. 3.4 for
details). In the limit of small oscillations, system (2.24) reduces to a lumped model
with constant parameters. Self-sustained oscillations are reached due to the non-linear
interaction between the displacement yL and the pressure drop ∆p (see Sec. 3.1). At
larger amplitudes however, the lumped parameters are no longer constant and additional
non-linearities come at play. The situation is analogous to that described for the Chua-
Felderhoff circuit, where the non-constant capacitance C(v) starts to affect the system
behavior at large amplitudes.

A second mechanical example of non-linear elements is provided by an idealized con-
tact model. In this model the contact restoring force is a non-linear elastic force of the
form

f(x(t)) =





kx(t)α, x > 0,

0, x ≤ 0,
(2.25)

where x is the penetration and k is an elastic constant. This model has been used for
describing the compression characteristics of a piano hammer felt [66, 10]. The exponent
α depends on the local geometry around the contact surface and can typically take values
between 1.5 and 3.5. If the hammer is regarded as a lumped mass m and linear dissipation
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r is taken into account, then the complete model is described by the equation of motion

mẍ(t) + rẋ(t) + kx(t)α = fe(t). (2.26)

This is formally identical to Eq. (2.23): the non-linear hammer is a series connection of
a mechanical resistance r and inductance m with a non-linear capacitance. One obvious
structural difference with the Chua-Felderhoff circuit is given by the different shape of
the non-linearities. A second, functional difference is that the external force in this case
is due to the interaction with the piano string, while fe in Eq. (2.23) is provided by
an external generator. Chapter 5 discusses an interesting generalization of this contact
model, and its main properties.

2.3 Stability, accuracy, computability

The lumped models described in Sec. 2.2 are developed in the continuous-time domain
and are described through sets of ODEs. In order to be implemented as numerical
algorithms for sound synthesis, the differential equations have to be discretized in an
efficient and effective manner. In most cases, a trade-off has to be found between accuracy
of the discretization technique and efficiency of the resulting algorithms.

From a historical perspective, the issue of discrete-time simulation of ordinary dif-
ferential equations has been addressed by researchers both in digital signal processing
(DSP) and in numerical analysis, and research in these two fields have to a large extent
progressed with little exchange of information. Very roughly, it can be said that DSP
techniques concentrate mainly on linear differential equations (a.k.a. filters), while meth-
ods developed in numerical analysis provide a unified discussion of linear and non-linear
systems.

This section discusses the main aspects related to discretization of lumped models.
In Sec. 2.3.1, numerical techniques and their main properties are reviewed. Attention is
mainly focused on digital signal processing, rather than numerical analysis techniques.
Section 2.3.2 addresses non-computability problems in non-linear numerical systems, and
reviews a general method for dealing with these problems.

2.3.1 Numerical methods

When dealing with linear systems, such as the lumped elements of Sec. 2.2.1, the most
elementary numerical technique is sampling. Given the admittance Γ(s) of a linear system
(corresponding to defining the input as the driving force and the output as the resulting
velocity), its inverse Laplace transform γ(t) is the continuous-time impulse response. The
linear system can thus be digitized by defining the discrete response as γd(n) := Tsγ(nTs),
i.e. by sampling γ(t). This technique is widely used in the context of digital filter design
[96, 92], and it is usually termed the Impulse Invariant Method. One quality of the
method is that stability is guaranteed at any sampling rate. Indeed, if pc is a pole of the
continuous-time response, the corresponding pole of the discrete-time response is given
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by pd = epcTs . This implies that if Re(pc) < 0, then |pd| < 1, i.e. the discrete-time pole
lies inside the unit circle. On the other hand, a drawback of the method is aliasing. It is
known that the discrete-time response Γd is obtained as a periodization of the continuous
one:

Γd(e
jω) =

+∞∑

k=−∞
Γ

(
jω

Ts

+ j
2kπ

Ts

)
. (2.27)

As a consequence, any Γ whose bandwidth is wider than Fs/2 introduces spurious com-
ponents in Γd. Since no physical system is truly bandlimited, aliasing will always occur
unless one can guarantee that the system is driven with bandlimited signals.

An approach alternative to sampling amounts to replacing time derivatives with finite
differences, thus turning the differential equations directly into difference equations. In
the Laplace domain, the derivation operator is turned to a multiplication by s. Similarly,
in the Z domain the unit delay is turned into a multiplication by z−1. Therefore, approx-
imating derivatives with finite differences corresponds in the frequency domain to finding
appropriate s-to-z mappings. Let s = g(z) be such a mapping, then the discrete-time
response is found as Γd(z) = Γ (g(z)).

The simplest possible mapping is obtained by replacing the derivative with an incre-
mental ratio. Let x(t) be a smooth function of time, then

d

dt
x(tn) := lim

h→0+

x(tn)− x(tn − h)

h
≈ x(tn)− x(tn−1)

Ts

:= δtx(n),

⇒ s ≈ 1− z−1

Ts

:= g1(z).

(2.28)

where tn = nTs. The mapping g1(z) is known in numerical analysis as the backward Euler
method [80]. The adjective “backward” is used because the first derivative of x at time n
is estimated through the values of x at time n and n−1. Note that the method is implicit,
since it turns a generic first-order differential equation ẋ(t) = f(x(t), t) into a difference
equation of the form x(n) = fd(x(n), x(n−1), n), where x(n) depends implicitly on itself.
Higher-order derivatives can be estimated through iterate application of Eq. (2.28). The
second derivative is found as

d2

dt2
x(tn) ≈ 1

Ts

[δtx(n)− δtx(n− 1)] =
x(tn)− 2x(tn−1) + x(tn−2)

T 2
s

. (2.29)

However, a centered estimate is more often used:

d2

dt2
x(tn) ≈ x(tn+1)− 2x(tn) + x(tn−1)

T 2
s

. (2.30)

A second, widely used s-to-z mapping is provided by the bilinear transform. Like the
backward Euler method, this can be seen as a finite approximation of the time derivative:

x(tn)− x(tn−1)

Ts

≈ ẋ(tn) + ẋ(tn−1)

2
,

⇒ s ≈ 2

Ts

1− z−1

1 + z−1
:= g2(z).

(2.31)
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Figure 2.10: Images of the vertical axis s = jω (solid lines) and of the left-half s-plane
(gray regions) using the backward Euler method g1 and the bilinear transform g2.

The mapping g2(z) is known in numerical analysis as the one-step Adams-Moulton method
[80]. Like the backward Euler method, it is implicit. By comparing the first estimate in
Eq. (2.31) with the first in Eq. (2.28), it is intuitively seen that the bilinear transform
provides a more accurate approximation than the Euler method. A rigorous analysis
(e.g., Lambert [80]) would show that the order of accuracy of the bilinear transform is
two, while that of the backward Euler method is one.

Another way of comparing the two techniques consists in studying how the frequency
axis s = jω and the left-half plane Im(s) < 0 are mapped by g1 and g2 into the discrete
domain. This gives information on the stability and accuracy properties of g1 and g2.
Figure 2.10 illustrates this study. Two remarks must be made. First, both the methods
define one-to-one mappings from s = jω, onto the two circles plotted in Fig. 2.10 (solid
lines): thus, no frequency aliasing is introduced. Second, both the methods are stable,
since the left-half s-plane is mapped inside the unit circle by both g1 and g2.

However, it is also seen both the mappings introduce frequency warping, i.e. the
frequency axis is distorted. For the bilinear transform g2, it can be seen that the s = jω
axis is mapped exactly onto the unit circle z = ejωd . Therefore, a direct mapping can
be defined between the continuous frequencies ω and the discrete frequencies ωd (see
Mitra [92]): ωd = 2 · arctan(ω). At low frequencies, ωd increases almost linearly with ω,
while higher frequencies are progressively compressed (warped) and the Nyquist frequency
ωNyq = πFs is mapped to the point z = −1. Warping is the main drawback of the bilinear
transform.

The Euler method maps the s = jω axis onto the circle of radius 1/2 centered at
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z = 1/2. Therefore no direct mapping is found from ω to ωd. The function g1 can be
said to “doubly” warp the frequency axis: there is a progressive warping in the direction
of increasing frequency (similarly to the bilinear transform), but there is also warping
normal to the frequency axis. As far as stability is concerned, Fig. 2.10 shows that the
poles of the discrete-time system obtained with g1 are more “squeezed” inside the unit
circle than the ones obtained with g2. Furthermore, it can happen that continuous-time
poles with positive real-part are turned by g1 into discrete-time poles with modulus less
than unity: in other words g1 can turn unstable continuous systems into stable discrete
systems. This numerical damping is a second major drawback of the Euler method. An
example of such a damping property of the Euler method is provided in Sec. 3.2 (see in
particular Figs. 3.4 and 3.5).

The bilinear transform finds application in Wave Digital Filters (WDF) theory [45].
These structures are the digital equivalent of the lumped circuits described in Sec. 2.2.
Wave digital filters are constructed in two steps. The first step amounts to converting
the continuous-time lumped circuits in wave variables. In this context, the definition of
wave variables is identical to that used for waveguides models (see Eq. (2.8) in Sec. 2.1),
namely:

f+ =
f + Z0v

2
, f− =

f − Z0v

2
, (2.32)

where the mechanical Kirchhoff variables force f and velocity v have been used for clarity.
The only and fundamental difference with Eq. (2.8) is that in this context the impedance
Z0 is a reference impedance that can be given any value and has no direct physical
interpretation. Moreover, the variables f± themselves do not have a clear physical in-
terpretation because in a lumped model they cannot be easily interpreted as traveling
waves. Therefore in this context the Eqs. (2.32) have to be regarded as a mere change
of coordinates.

Consider one of the elementary lumped elements analyzed in Sec. 2.2 and its asso-
ciated impedance Z(s). Then the new continuous-time variables f± are related to each
other through a reflectance R(s):

F (s) = Z(s)V (s), ⇒ F−(s) = R(s)F+(s), with R(s) :=
Z(s)− Z0

Z(s) + Z0

. (2.33)

The second step in WDF design is the discretization of R(s). The equivalent wave
digital filter Rd(z) is then obtained using the bilinear transform: Rd(z) = R(g2(z)).
Note that since the reference impedance Z0 can be given any value, this provides an
additional degree of freedom for the design of Rd. In particular, Z0 can be chosen such
that Rd has no delay-free paths from input to output. This is an essential requirement for
guaranteeing computability when connecting more than one element. A simple example
will help clarify this concept: consider a mass mass m and its associated impedance
Z(s) = ms, as found in Sec. 2.2. Then, from Eq. (2.33) the corresponding reflectance is
R(s) = (ms− Z0)/(ms + Z0). Choosing Z0 = m leads to the interesting result

R(s) =
s− 1

s + 1
,

s=g2(z)⇒ Rd(z) = −z−1, (2.34)



Chapter 2. Structural and computational aspects 39

so no delay-free path is present in the wave digital filter Rd.

Wave digital filters can be generalized to incorporate non-linearities. This is a major
issue, since non-linearities are predominant in musical acoustics and a self-oscillating
system is necessarily described by some underlying non-linear phenomena. In particular,
the treatment of non-linear resistors in a wave digital structure is well established, where
the term “non-linear resistor” stands for a non-linear element which is described through
an algebraic relation between the two Kirchhoff variables. Neither the Chua-Felderhoff
circuit (2.23) nor the piano hammer (2.25) contain non-linear resistors, while the quasi-
static reed model described in Sec. 3.1.2 introduces a non-linear resistor. Sarti and
De Poli [112] have proposed an interesting generalization of the non-linear wave theory,
that allows treatment of a more general class of algebraic non-linearities, i.e. non linear
elements described through algebraic equations involving two Kirchhoff variables together
with their time derivatives.

As a conclusion to this section, it should be remarked that the spectrum of available
numerical techniques is much broader than those usually adopted in digital signal pro-
cessing, and reviewed so far. As an example, higher-order Adams-Moulton methods are
available from numerical analysis [80], and they can be easily interpreted as high-order
s-to-z mappings (see Schneider et al. [118] for such an interpretation): high-order map-
pings are used in Sec. 3.2 for discretizing the single reed equations. Furthermore, so called
predictor-corrector schemes [80] have been studied, that use an explicit numerical method
(the predictor) in combination with an implicit one (the corrector): these schemes can
in principle provide extremely efficient solutions to the computability problems found
in implicit methods. As an example, high-order predictor-corrector schemes based on
Obreckhoff methods are described by Lapidus and Seifeld [82]. Galkowski [56] has con-
sidered the use of high-order Obreckhoff methods from the viewpoint of systems theory.
The possible applications of such methods for the design of physically-based numerical
algorithms merit further investigation.

2.3.2 The K method

The discussion of wave digital filters in the last section has addressed the problem of
non-computable loops in that particular context: wave variables rather than Kirchhoff
variables are used to describe the components of the equivalent circuit, every component is
treated as a scattering element with a reference impedance, and different components are
connected by “adapting” Z0. Wave methods can be said to be local, since non-computable
paths are avoided by adapting the reference impedances of each element.

However, more severe computability problems can arise when simulating dynamic
exciters, since the linear equations used to describe the system dynamics are tightly
coupled with some non-linear map. These problems are addressed in this section, and
a general method for solving non-computable paths (originally proposed by Borin et al.
[24]) is reviewed. This method is termed the K method, since Kirchhoff variables are
used. It operates on non-linearities using a global rather than a local approach. In
particular, while the literature of wave digital filters deals only with non-linear bipoles
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Figure 2.11: Typical structure of a non-linear exciter.

with or without memory, the K method can deal with non-linear functions of any set of
Kirchhoff variables found in a circuit.

Figure 2.11 depicts a typical structure [24] which is found when “zooming” inside the
excitation block of a musical instrument (cfr. Fig. 1.1). The elements denoted by L and
NL represent a linear and a non-linear block, respectively. More precisely, L contains a
linear filter that accounts for the system dynamics in terms of lumped elements, while
NL contains a non-linear multiple-input, multiple-output (MIMO) map f(·). Both of
these blocks take exciting actions u2 and the resonator variables u1 as inputs, and they
are connected to each other in a feedback loop. This representation does not seem to be
restrictive for acoustic models. Indeed, each of the following chapters provide an example
of excitation block that can be schematized as in Fig. 2.11: the dynamic single reed
discussed in Sec. 3.1, the physical glottal models of Sec. 4.1, and the non-linear hammer
presented in Sec. 5.1.

Without any loss in generality, it is assumed in the following that the non-linear map
f depends on a linear combination x of its inputs (w,u1,u2). Thus, the continuous-time
system of Fig. 2.11 is described through the equations





ẇ(t) = Aw(t) + Bu(t) + Cy(t),

x(t) = Dw(t) + Eu(t) + Fy(t),

y(t) = f (x(t)) ,

(2.35)

where the vector u = [u1,u2]
T collects all the external inputs to the exciter. Suppose

that system (2.35) is discretized using either the Euler method or the bilinear transform
(see Sec. 2.3.1 for a discussion of these methods). Then it is easily verified that the
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Figure 2.12: A linear system; (a) delay-free path (figure based on Mitra [92]), and (b) an
equivalent realization with no delay-free paths.

discrete-time system takes the form





w(n) = w̃(n) + C̃y(n),

x(n) = x̃(n) + Ky(n),

y(n) = f (x(n)) = f (x̃(n) + Ky(n)) ,

(2.36)

where the vectors w̃ and x̃ are computable vectors, i.e. they are linear combinations of
u and past values of w and y.

From Eqs. (2.36) it is clearly seen that there is a delay-free path connecting y to x, and
that the matrix K “weights” this path. Note that explicit expressions for the vectors w̃,
x̃ and the matrices C̃, K depend on whether the Euler method or the bilinear transform
is used, but the overall system structure (2.36) is the same in both cases. Note also
that the same structure is obtained when using other numerical methods: Sec. 3.2 shows
that this occurs when discretizing a single reed model with Weighted Sample methods or
higher-order Adams-Moulton methods.

A trivial example can help clarifying the computability problem in Eq. (2.36). Con-
sider the system depicted in Fig. 2.12(a) (this is based on an example by Mitra [92]: see
Sec. 6.1.3 and Fig. 6.5 in his book). Using the same notation as in Eq. (2.36) it is easily
verified that the discrete-time system can be written as





w(n) = w̃(n) + y(n), with w̃ = u2,

x(n) = x̃(n) + ay(n), with x̃ = u1 + au2,

y(n) = f(x(n)) = bx(n), ⇒ y(n) = b[u1(n) + au2(n) + ay(n)].

(2.37)

Note that in this example the function f is a linear map, i.e. a multiplication by b. It is
clearly seen that a delay-free loop connects y to x, in particular the last of Eqs. (2.37)
shows that y depends implicitly on itself.
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However, the solution in this case is straightforward: the last of Eqs. (2.37) can be
immediately inverted, yielding

y(n) = f(x(n)), 7−→ y(n) = h(x̃(n)) =
b

1− ab
[u1(n) + au2(n)]. (2.38)

The new map h relates y to the computable vector x̃. Therefore, an equivalent realization
of the system is obtained as shown in Fig. 2.12(b). The key point in this example is that
f is actually linear in this case, and this circumstance allows explicit inversion of the last
of Eqs. (2.37).

However, it is obvious that such an analytical inversion is not always possible in
the general non-linear case y = f(x̃ + Ky). Many authors (e.g., [142, 62]) choose a
rudimentary solution to restore computability in the numerical system: this amounts to
inserting a fictitious delay element in the feedback loop, or in other words to assume that
y(n) ≈ y(n−1). While this “trick” can be acceptable at significantly high sampling rates,
it is known that at audio sampling rates (Fs = 22.05, 44.1 [kHz]) the insertion of such
a delay element can deteriorate the accuracy and stability properties of the numerical
system. Borin et al. [24] have shown that the insertion of a delay introduces instability
in a numerical model of hammer-string interaction. Anderson and Spong [7] provide an
analysis of instability due to the insertion of fictitious delays.

The K method provides a general technique that permits solution of delay-free paths
in the general non-linear case, and to turn the implicit dependence y = f(x̃+Ky) into a
new explicit dependence y = h(x̃). This is achieved using the implicit mapping theorem.
Define the function g as

g(x̃, y) = f(x̃ + Ky)− y, (2.39)

and assume that there is a point (x̃0, y0) such that g(x̃0,y0) = 0. Moreover, assume that
the following condition holds

det[Jy(g)(x̃0, y0)] = det

[
gi

yj

(x̃0,y0)

]

i,j

6= 0, (2.40)

where the notation Jy(·) is used for denoting the Jacobian matrix with respect to the y
variables. From the definition of g (2.39) it is seen that Jy(g) = Jx(f)K−I. Therefore,
the condition (2.40) implies that the matrix [Jx(f)K − I] must be non-singular at the
point (x̃0,y0). If these conditions are fulfilled, then the implicit mapping theorem states
that a function h(x̃) exists locally (i.e. for points x̃ in a neighborhood of x̃0), with the
properties

h(x̃0) = y0 and g(x̃,h(x̃)) = 0, (2.41)

which is exactly the generalization of the mapping h that was found in Eq. (2.38). If the
above conditions are fulfilled globally rather than in a neighborhood of (x̃0,y0), then h
is defined globally. At this point, the original discrete-time system (2.36) can be turned
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Figure 2.13: Shear transformation of f(x) = e−x2
for various k values.

into the new system





w̃(n) = Lw[u(n), u(n− 1), w(n− 1), y(n− 1)],

x̃(n) = Lx[u(n), u(n− 1), w(n− 1), y(n− 1)],

y(n) = h (x̃(n)) ,

(2.42)

where Lw;x are two linear systems. Note that no delay-free paths are present in the
equations.

A few geometrical considerations can help understanding the shape of the new function
h. Consider the coordinate transformation

[
x̃
y

]
=

[
I −K
0 I

]
·
[

x
y

]
= S

[
x
y

]
. (2.43)

This defines a shear that leaves the y axes unchanged and distorts the x axis into the
x̃ axis. The plot of the function y = f(x) “lives” in the (x,y) space. Then the plot of
y = h(x̃) is obtained by applying the coordinate transformation (2.43), and is therefore
a sheared version of the former.

As an example, consider the following case where f : R → R is a Scalar Input-Scalar
Output (SISO) function:





x(n) = x̃(n) + ky(n),

y(n) = f (x(n)) = e−[x(n)2].
(2.44)
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The use of Eq. (2.40) results in the condition f ′(x) 6= 1/k, which has a straightforward
geometrical interpretation. The shear transformation S defined in Eq. (2.43) is such that
the vector [x, y]T = [k, 1]T (i.e. a point with tangent 1/k) is transformed into the vector
[x̃, y]T = [0, 1]T (i.e. a point with vertical tangent). This explains why the derivative of
f cannot equal 1/k.

Figure 2.13 shows the original function f(x), together with the sheared one h(x̃), for
various k values. It can be seen that the horizontal coordinate is distorted when applying
the shearing transformation. Moreover, note that for k = 1.5 the new function h(x̃)
cannot be defined globally, because the condition f ′(x) 6= 1/k is not fulfilled globally in
this case.

As a conclusion to this section, some remarks are provided about the implementation
of the K method. Two main choices are available. The first one amounts to computing
the new function h(x̃) in the range of interest, and then storing it in a look-up table. The
main advantage of this approach is that h can be computed once forever off-line, thus the
implementation of system (2.42) requires only linear operations and one look-up at each
time step. However, there are at least two cases where this strategy exhibits drawbacks;

1. when f has high dimensions (for instance it is defined from R3 to R2), a table
look-up also requires linear interpolation between neighboring points of the table
and the efficiency might be deteriorated;

2. control parameters can affect the value of the matrix K: therefore when such
parameters are not constant over time (e.g. in a clarinet model with non-constant
embouchure, see chapter 3), then h(x̃) needs to be computed on-line at the control
rate.

In these cases, a different implementation strategy can be more efficient. This amounts
to computing h(x̃) iteratively at the sampling rate, in two steps:

1. the linear part of system (2.42) is computed, and the current value of x̃ is found;

2. the current value of y is found from Eq. (2.39) by imposing g(x̃, y) = 0. The
Newton-Raphson method (see e.g. Lambert [80]) can be used to iteratively solve
this implicit non-linear equation.

Using the past value y(n − 1) as the starting point in the Newton-Raphson iterations
usually provides a fast convergence of the algorithm to the new value. This iterative
procedure is used in the following chapters when implementing the K method.

Summary

This chapter has presented all the modeling approaches, the computational structures,
and the numerical methods that are used in the rest of the thesis.

Section 2.1 has reviewed the principles of waveguide modeling of one-dimensional
systems. First, it has been shown that wave propagation in cylindrical and conical sections
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of acoustic bores can be in a first approximation assumed to be one-dimensional. Then the
main components of 1-D waveguide structures have been introduced: sections, junctions,
terminations, additional filtering elements for the modeling of dissipation and dispersion
and for the fine tuning of the structures.

In Sec. 2.2, the lumped modeling approach has been introduced, stressing the analo-
gies between electrical, mechanical and acoustical systems. In particular, series and
parallel connections between lumped elements have been defined and analyzed. The role
of non-linear elements in mechanical and acoustical circuits has been discussed.

Finally, Sec. 2.3 has addressed problems related to the discretization of continuous-
time lumped systems. Various numerical techniques have been reviewed, focusing on their
properties of stability, accuracy and efficiency. Then, the computability of the numerical
structures has been discussed. It has been shown that delay-free paths are typically
present in the structures, and that direct computation of these paths is not possible
when non-linear elements are included in the system. A general method for solving this
problem has been reviewed.





Chapter 3

Single reed models

Numerical simulations have been used for a long time by musical acousticians, for
investigating experimentally the functioning of single reed wind instruments. More re-
cently, the results from these studies have been exploited to develop numerical algorithms
for sound synthesis. A widely accepted modeling approach divides the instrument into
two main functional blocks, following the general scheme outlined in Sec. 1.2 (see in
particular Fig. 1.1). The resonator is represented by the acoustic bore, and the exciter
is the instrument reed. This chapter focuses on the excitation mechanism.

It is well understood that the single reed behaves as a pressure controlled, inward-
striking valve that tends to close when an excess pressure pm is provided by the player,
and to open when the pressure p inside the mouthpiece exceeds pm. Non-linear behaviors
of the system are due to at least two different phenomena. First, the coupling between the
reed displacement and the flow through the reed slit is non-linear. In a lumped modeling
approach, this coupling is often treated using non-linear empirical equations derived from
the Bernoulli law. Second, the interaction between the reed and the mouthpiece is also
non-linear: the reed bends against the curved lay of the mouthpiece, and ultimately
beats when complete closure occurs. Including in a lumped model this second non-linear
mechanism is not trivial. In the literature, only beating is usually modeled, by imposing
a maximum allowed displacement to the reed tip, while the effects of reed bending are
neglected.

Section 3.1 reviews the lumped approach for single reed modeling. Section 3.2 ad-
dresses the problems related to discretization of a lumped model, and proposes an efficient
and accurate technique for discretizing the continuous-time system. Section 3.3 discusses
the problem of reed-lay interaction, and provides original results based on a distributed
model of the reed-mouthpiece-lip system. These results are exploited in Sec. 3.4 to de-
velop an improved lumped model, where the effects of reed-lay interaction are included
in the lumped description. Table 3.1 summarizes the main variables and parameters used
throughout the chapter.

This chapter is partially based on [8, 9, 13, 15, 146, 147].

47
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quantity symbol unit

Reed length L [m]
Horizontal position x ∈ [0, L] [m]

Lay profile ylay(x) [m]
Reed displacement y(x, t) [m]

Reed tip displ. yL(t) [m]
Tip rest position y0 [m]

Max. tip displacement ym = ylay(L) [m]
Reed tip opening h(t) = ym − yL(t) [m]

Mouth pressure pm [Pa]
Mouthpiece pressure p(t) [Pa]

Pressure drop ∆p(t) = pm − p(t) [Pa]
Mouthpiece flow u(t) [m3/s]

Flow through the slit uf [m3/s]
Bore cross section S [m2]

Bore wave impedance Z0 = ρairc/S [Kg/m4s]
Bore length Lbore [m]

Bell cutoff freq. ωbell [rad/s]
Press. wave from the bore p−(t) [Pa]

Press. wave to the bore p+(t) [Pa]

Table 3.1: Symbols used throughout the chapter.

3.1 Lumped modeling

Section 3.1.1 presents a widely used lumped model. The reed is treated using three
lumped mechanical elements. These are the reed stiffness, the reed mass, and a damping
element that provides an approximate description of air friction, internal losses and lip
damping. Section 3.1.2 derives a simplified version of this model, where only the reed
stiffness is used (i.e. it is assumed that the reed moves in phase with the pressure
signal inside the mouthpiece). This latter model is often referred to as the quasi-static
approximation.

3.1.1 Reed-lip-mouthpiece system

The reed dimensions are small with respect to typical wavelengths in the resonator,
thus pressure can be thought of as constant along the reed internal surface; under normal
playing conditions, the first mode of the reed-mouthpiece-lip system is well above the
main frequency component of the pressure signal that drives it; oscillations occur mainly
in the vertical direction, and as a first approximation a single degree of freedom (i.e. the
reed tip vertical displacement yL) can be assumed. Figure 3.1 depicts such a schematized
representation.
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Figure 3.1: Schematized representation of the reed-mouthpiece-lip system.

Based on these considerations, many authors [16, 156, 154, 120] have approximated
the reed as a lumped second-order mechanical oscillator, driven by the pressure drop ∆p
between mouth and mouthpiece:

mÿL(t) + rẏL(t) + k[yL(t)− y0] = Sd∆p(t), (3.1)

where m, r, k are the reed mass, damping, and spring constant, respectively. The pa-
rameter Sd is an effective driving surface on which the pressure ∆p acts. In the Laplace
domain, Eq. (3.1) can be rewritten as

YL(s)− y0 = Hr(s)∆P (s), with Hr(s) =
1

µ

1

s2 + gs + ω2
0

. (3.2)

Therefore, Hr is the transfer function between ∆p and the reed relative displacement.
The parameter µ = m/Sd is the effective mass/area ratio, g = r/m is the damping

coefficient and ω0 =
√

k/m is the resonance of the oscillator.

The phenomenon of reed beating (i.e. complete closure of the reed) is usually incor-
porated in the lumped model in a non-physical way, by imposing a “stop” when the reed
tip reaches its maximum allowed displacement ym. Equation (3.1) is thus turned into





mÿL(t) + rẏL(t) + k(yL(t)− y0) = Sd∆p(t), for yL < ym,

yL(t) = ym and ẏL(t) = 0, for yL ≥ ym.
(3.3)

The value ym is the maximum height of the lay and represents the maximum allowed
displacement of the reed tip. Note that the system (3.3) models reed beating but does
not take into account the effects due to reed bending: the reed behaves as a linear-
oscillator with constant parameters in the entire allowed range of yL. Note also that
the dependence of the reed-mouthpiece system on the lip embouchure is not taken into
account in this lumped representation.
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Once the mechanical part has been modeled, the relation between the reed opening
and the airflow through the slit uf has to be found. As a first approximation, the pressure
drop ∆p can be assumed to obey the equation

∆p(t) = f(uf (t), h(t)) = A−αsgn[uf (t)]
|uf (t)|α
h(t)2

. (3.4)

A more accurate description should take into account the inertia of the air in the reed
channel by adding a term of the form Mslitdu/dt to right-hand side of Eq. (3.4). However,
many authors (see e.g. Nederveen [95], or Thompson [135]) have assumed the inertia to
be small, and this additional term is usually neglected.

The exponent α in Eq. (3.4) merits some discussion. If the value α = 2 is used, then
Eq. (3.4) is the Bernoulli equation, that holds for the flow behavior of an ideal fluid in
the static regime. It is assumed that the equation remains approximately valid also in the
dynamic regime. Through experiments on real instruments, Backus [16] found empirically
a non-linear equation of the form (3.4) However, Backus’ experiments provided a value for
α different from the theoretical one, namely α = 3/2. Backus explained this discrepancy
with the particular wedge-shape of the slit. Recent research has questioned the validity
of Backus empirical equation. Hirschberg et al. [70] developed a flow model that uses
the standard Bernoulli equation (with α = 2), and experiments by Gilbert [63] did not
confirm Backus’ findings.

Equations (3.3) and (3.4) relate quantities at the reed slit. A third equation relates
the flow uf at the slit to the total flow u inside the instrument:

u(t) = uf (t) + ur(t), with ur(t) = SrẏL(t). (3.5)

This equation states that the total flow inside the instrument is affected by an additional
component ur(t), induced by the reed motion and proportional to the reed tip velocity.
The quantity Sr is the effective flow surface of the reed. As pointed out by Gazengel [61],
Sr is not necessarily equal to Sd.

Equations (3.3), (3.4) and (3.5) provide a complete lumped description of a clarinet
single reed. Figure 3.2 visualizes the model. Worman [156] was the first to formalize
a complete non-linear theory using such a lumped description. It has been shown that
this description is able to account for many distinctive features of the system, such as the
existence of a threshold blowing pressure and the occurrence of self-sustained oscillations,
as well as mode locking in a slightly inharmonic acoustical bore [46]. Wilson and Beavers
[154] developed a theoretical analysis on operating modes of a clarinet by coupling a
lumped reed model with a constant-area resonator, and showed qualitative agreement
between theory and experiment. Schumacher [120] coupled an analogous model to a real-
istic clarinet bore, described by its reflection function, and was able to compute transient
and steady-state oscillations of the mouthpiece pressure via time-domain simulations.

3.1.2 The quasi-static approximation

Suppose that a constant pressure drop ∆p is applied and that the consequent reed tip
displacement yL is measured. Many authors (e.g. [130, 135]) introduce a new quantity,
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Figure 3.2: Lumped model of a single reed.

called reed stiffness per unit area Ka, to indicate the ratio between ∆p and the relative
displacement (yL − y0):

∆p = Ka(yL − y0). (3.6)

The inverse of Ka is referred to as reed compliance by Nederveen [95].
Equation (3.6) is a static relation. However, it can be assumed to be approximately

valid when the signal pressure ∆p is varying “slowly”, precisely when ∆p is a sufficiently
smooth (bandlimited) signal and the reed mechanical resonance ω0 is high compared to
the fundamental frequency of ∆p. This assumption seems reasonable in a clarinet or in
other single reed instruments. In fact, in a single reed instrument the fundamental regime
of oscillation is governed by the first resonance frequency of the pipe, and typical values
for ω0 are well above this pipe resonance.

Using Eq. (3.6), the reed opening h is computed as

h(t) = ym − y0 − ∆p(t)

Ka

= h0 − ∆p(t)

Ka

,

where h0 = ym− y0 is the rest opening of the reed tip. From this equation, the condition
for reed closure h = 0 turns out to be ∆p = h0Ka. Using these relations, Eq. (3.4) can
be turned into a new non-linear equation that relates the flow uf through the slit and
the pressure drop ∆p. Straightforward calculations yield

uf (t) =





A · sgn[∆p(t)] · |∆p|1/α

(
h0 − ∆p(t)

Ka

)2/α

|∆p|1/α, for ∆p < h0Ka,

0, for ∆p ≥ h0Ka.

(3.7)

This relation is sometimes referred to as quasi-static approximation (see e.g. [69]),
since it is derived by assuming that the static relation (3.6) also holds when the driving



52 F. Avanzini – Computational issues in physically-based sound models

0 1000 2000 3000 4000 5000 6000
0

0.5

1

1.5

2

2.5

3
x 10

−4

∆ p  [Pa]

u f  [
m

3 /s
]

(a)
−2000 −1500 −1000 −500 0 500 1000 1500 2000

−2000

−1500

−1000

−500

0

500

1000

1500

2000

p−  [Pa]

p+
  [

P
a]

(b)

Figure 3.3: Quasi-static approximation of a single reed; (a) uf versus ∆p and (b) rotated
mapping p+ = Rnl(p

−).

pressure ∆p is a slowly varying signal. Figure 3.3(a) shows the plot of the function in
Eq. (3.7).

Using the analogies described in Sec. 2.2, it can be said that the quasi-static single
reed defined here is a non-linear resistor, i.e. a non-linear element which is described
through an algebraic relation between the two Kirchhoff variables uf and ∆p. If wave
variables p± are introduced, the non-linearity is turned in a new one. Namely, p+ depends
on p− through a non-linear reflection function Rnl, i.e. p+ = Rnl(p

−). This is depicted in
Fig. 3.3(b).

Suppose now that the quasi-static reed is coupled to an ideal bore of length Lbore, open
at the end opposite to the reed. Then, the pressure wave p− traveling from the bore to
the reed is related to p+ through the relation p−(t) = −p+(t−T0/2), where T0 = 4Lbore/c
is the fundamental period of the bore. The negative sign comes from the ideal reflection
at the open end (see Sec. 2.1.3 and Fig. 2.5). Then, the system is described by the
equations 




p−(t) = −p+(t− T0/2),

p+(t) = Rnl(p
−(t)).

(3.8)

Therefore successive values of p± (equivalently, successive values of uf , ∆p) can be found
by iterating the non-linear map Rnl (see e.g. Mc Intyre et al. [90] and Maganza et al.
[85]). For low values of the mouth pressure pm, the map has a stable fixed point, i.e.
no oscillations occur. When pm becomes larger than a certian threshold pressure pt, the
stable fixed point bifurcates in a stable orbit. It can be shown that the threshold pressure
has the value pt = h0Ka/3. For higher values of pm, Maganza et al. [85] have proved that
the system undergoes a Feigenbaum-type route to chaos.

In conclusion, the quasi-static model is able, despite its simplicity, to capture the basic
non-linear mechanisms of self-sustained oscillations in a single reed instrument. Due to
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its compactness and low number of parameters, this model has been also used for sound
synthesis purposes. As an example, Smith [127]) has developed a clarinet model where
the resonator is treated using waveguide structures. The waveguide termination at the
reed end is described through a so-called signal dependent reflection coefficient, derived
from the non-linear function Rnl. Smith shows that an extremely efficient numerical
implementation can be obtained by precomputing the non-linearity: the computational
costs of reed simulation reduces to only two subtractions, one multiply and one table
look-up per sample.

3.2 An efficient and accurate numerical scheme

This section addresses the issue of discretization of the lumped model reviewed in
Sec. 3.1.1. Two main problems have to be overcome. First, the coupling in the equations
typically generates a delay-free loop in the computation; due to the presence of a non-
linear equation, solving this loop is not trivial. Second, a numerical technique has to
be found that preserves with reasonable accuracy the main properties of the physical
system. It is shown in the following that the delay-free loop in the computational scheme
can be solved using the K method (already described in Sec. 2.3.2). Then, four different
techniques are used for for discretizing the mechanical differential equations. The so
obtained “digital reeds” are coupled to a waveguide model of a cylindrical bore, and the
resulting models are compared both in the frequency and the time domains.

These issues are often neglected in the literature of digital simulation of single reed in-
struments: the differential equations are usually discretized with simple numerical meth-
ods such as the Euler method or the Impulse Invariant method, and delay-free paths in the
computation are dealt with by introducing fictitious delay elements (see e.g. Gazengel et
al. [62]). One reason for this lack of interest is that the choice of the discretization method
is usually considered to be non-critical at high sampling rates. However, as shown in the
following, different methods produce numerical models whose behavior differ noticeably,
even at a sampling rate of several tens of kHz (e.g., 44.1 [kHz]).

3.2.1 Numerical methods

The lumped reed model described in Sec. 3.1 can be restated in vector formulation
as 




ẇ(t) = Aw(t) + Bu(t) + C∆p(t),

x(t) = Dw(t) + Eu(t) + F∆p(t),

∆p(t) = f (x(t)) ,

(3.9)

where the variables are given by

w =

[
h

ḣ

]
, u =




h0

pm

p−


 , x =

[
uf

h

]
,



54 F. Avanzini – Computational issues in physically-based sound models

and where the matrices are

A =

[
0 1
−ω2

0 −g

]
, B =

[
0 0 0
ω2

0 0 0

]
, C =

[
0

−1/µ

]
,

D =

[
0 −Sr

1 0

]
, E =

[
0 1/Z0 −2/Z0

0 0 0

]
, F =

[
−1/Z0

0

]
.

The beating condition in Eq. (3.3) is rewritten as

w = 0, for h ≤ 0.

When the first equation in system (3.9) is discretized, the structure of the resulting
difference equation is found to be

w(n) = w̃(n) + C̄∆p(n). (3.10)

Here the vector w̃(n) is a linear combination of all the terms that are computable at
time n (namely u(n) and past values of w, u and ∆p) while the vector C̄ weights the
dependence of w on ∆p(n). Explicit expressions for both w̃(n) and C̄ depend on the
chosen method. The remaining equations in system (3.9) can thus be written as





x(n) = x̃(n) + K∆p(n),

∆p(n) = f (x̃(n) + K∆p(n)) ,
(3.11)

where K = (DC̄ + F ) weights the delay-free loop connecting ∆p to x, while the vector
x̃(n) = Dw̃(n) + Eu(n) has no instantaneous dependence on ∆p(n) and is therefore
computable at each step. It is easily seen that this numerical system resembles the
general structure described in Sec. 2.3.2 and depicted in Fig. 2.11. Therefore, the K
method can be used in order to compute the delay-free path between x(n) and ∆p(n).

∆p(n) = f (x̃(n) + K∆p(n))
K method7−→ ∆p(n) = h (x̃(n)) .

At each time step the vector x̃(n) is computed first, then ∆p(n) is obtained through the
new non-linear relation h.

The K method provides a robust and general means to compute the difference equa-
tions (3.11) accurately. Given such a method, different discretization techniques for sys-
tem (3.9) can be compared. In the literature of discrete-time simulations of single reed
instruments, the Euler method and the Impulse Invariant method are the most commonly
used numerical techniques. Few authors have tried to use different methods. Gazengel
et al. [62] discuss the use of a fourth order Runge-Kutta solver. This method, although
accurate for numerical simulations at high sampling rates, turns out to be unstable at
low Fs. Moreover, it has high computational costs, since four evaluations of the non-
linear function f (x(n)) are needed at each time step. Van Walstijn [145, 147] uses a
hybrid backward-centered scheme in which the derivatives ẏL and ÿL in Eq. (3.52) are
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approximated using the mixed backward-centered scheme described in Sec. 2.3.1. More
precisely, the first derivative ẏL is treated using the backward Euler approximation of Eq.
(2.28), while ÿL is discretized with the centered scheme of Eq. (2.30). One advantage
of this approach is that the vectors C̄ and K in Eqs. (3.10) and (3.11) are both zero,
therefore no delay-free paths are created in the discrete-time equations. However, at each
time step n the Newton-Raphson method is used for computing iteratively the flow u(n),
and nine iterations are typically required.

In this section the following numerical methods are used:

• 1- and 2-step Adams-Moulton Methods (AM1,2 from now on). These are linear
multistep methods, whose stability and accuracy properties are known from the
numerical analysis literature [80]. As discussed in Sec. 2.3.1, the AM1 method is
the bilinear transform.

• 1- and 2-step Weighted Sample Methods (WS1,2 from now on). These have been
recently introduced by Wan and Schneider [151]. They are designed for a generic
linear system and are based on a polynomial interpolation of the system input.

The use of higher-order methods is not discussed here, for two main reasons: increasing
the order causes (1) the stability properties to deteriorate, and (2) the computational
costs to increase.

As Schneider et al. [118] have pointed out, AM methods can be easily seen as s-to-z
mappings in the complex plane:

(AM1) s = 2Fs
1− z−1

1 + z−1
,

(AM2) s = 12Fs
1− z−1

5 + 8z−1 − z−2
.

(3.12)

The discrete system is obtained from the Laplace-transformed continuous system (3.9)
by substituting each occurrence of s with the corresponding mappings (3.12). Therefore,
the first equation in system (3.9) is turned by the AM1 and the AM2 methods into a
second-order and a fourth-order difference equation, respectively. Equivalently, the filter
Hr in Eq. (3.2) is turned by the two methods into a second-order and a fourth-order
digital IIR filter, respectively.

Wan and Schneider [151] have shown that the k-step WS method turn the first equa-
tion in system (3.9) into the difference equation

w(n) = Φ(Ts)w(n− 1) + WuSu
(k)




u(n)
...

u(n− k)


 + W∆pS

(k)
∆p




∆p(n)
...

∆p(n− k)


 , (3.13)

where k = 1, 2. Therefore, the first equation in system (3.9) is turned by the WS1 and
the WS2 methods into a second-order and a third-order difference equation, respectively.
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Equivalently, the filter Hr in Eq. (3.2) is turned by the two methods into a second-order
and a third-order digital IIR filter, respectively.

Details about the computation of the matrices can be found in [151, 8], here suffice it
to mention that Φ(t) = exp(At) and that computation of Wu,∆p involves calculation of
the k+1 integrals

∫ T
0 Φ(Ts−t) ·tldt (l = 1 . . . k+1). Therefore, computing the coefficients

of system (3.13) requires computation of transcendental functions. If system (3.9) is time-
invariant, then computation of matrices Φ(Ts) and W can be performed off-line, while
these matrices need to be updated at control rate when time-varying control parameters
are used. In this latter case the WS methods have higher computational costs than the
AM methods, and this is a potential drawback for real-time applications. However, for
the low order methods (k = 1, 2) used here, only a small number of coefficients needs to
be updated. Moreover, Wan and Schneider [151] show that the computational costs can
be lowered using ad hoc techniques (e.g. the columns of W can be computed iteratively).

It has already been shown in Sec. 2.3.1 that the bilinear transform AM1 preserves
stability at any sampling rate. The AM2 method has worse stability properties, since
its region of absolute stability is a finite subset of the left-half s-plane. This means that
stability is preserved only at high sampling rates, so that the poles of the continuous
system lie inside the region of absolute stability (see for instance [80].

Wan and Schneider have proven that, if pc is a pole of the of the continuous-time
equation, then the corresponding discrete-time pole pd obtained with the k-step WS
method is given by pd = epcTs . Therefore, stability is preserved for any choice of Ts. Note
that the same relation between discrete and continuous poles was found in Sec. 2.3.1 for
the Impulse Invariant method. Indeed, it can be verified that the WS method with k = 0
is completely equivalent to the Impulse Invariant method.

Concerning accuracy, it is a general result that the k-step AM method has order k+1.
This means that the method provides a global truncation error in time which has order
T k+1

s . For WS methods, Wan and Schneider have given experimental results showing
that a k-step method has order k + 1, the same as the corresponding AM method.

3.2.2 Frequency-domain analysis

The four numerical methods described in the last section are used to discretize the
single reed system (3.9). In this way, four different digital reeds are obtained. This section
compares these digital reeds through analysis n the frequency domain. In this way, it is
studied how the most significant physical parameters are mapped into the digital domain
by each numerical method.

Consider the transfer function Hr(s) in Eq. (3.2) and the corresponding frequency
response Hr(jω). A first comparison between the numerical methods amounts to analyze
how they preserve this frequency response in the discrete-time domain. The study is
performed for various sampling rates, and typical audio rates Fs = 22.05 [kHz] and
Fs = 44.1 [kHz] are taken as reference values. Following ideas developed by Gazengel et
al. [62], three physically meaningful parameters of the system are analyzed: the resonance
frequency ω0, the low-frequency magnitude response |Hr(0)| = 1/µω2

0, and the damping
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coefficient g.

Typical values for ω0 lie in the high frequency region, and this parameter is therefore
considered to be non-critical in helping self-sustained oscillations. Indeed, self-sustained
oscillations occur even when there is no resonance at all, as in the quasi-static approxi-
mation (see Sec. 3.1.2). However, as Thompson [135] has pointed out, the reed resonance
has a role in adjusting pitch, loudness and tone color, and in helping transitions to high
regimes of oscillation, such as the clarion register or the reed regime (“squeaks”). The
low-frequency reed response |Hr(0)| is also an important parameter, since the fundamen-
tal frequency of the oscillation always lies in this region. Note that it can also be written
as |Hr(0)| = Sd/k. Concerning the damping coefficient, the relation g = ω0/q0 holds for
a the oscillator (3.1), where q0 = ω0/(ω1 − ω2) is the quality factor and ω1,2 are the 3 dB
cut-off frequencies. Therefore g = ω1 − ω2 for the continuous oscillator Hr(jω).

When using AM and WS methods, Hr(s) is turned into a digital filter which is not
a necessarily a second-order oscillator. Therefore, the coefficients ω0, µ, g cannot be
deduced from the discrete transfer functions. Instead they are extrapolated from the
shape of the frequency responses. In particular, following Gazengel et al. [62] the digital
damping coefficient gd is defined here as gd = ωd1−ωd2, where ωd1,d2 are the 3 dB cut-off
frequencies for the discrete frequency response.

Using AM methods, the digital transfer functions HAM1(z) and HAM2(z) are obtained
by substitution of the corresponding s-to-z mapping (3.12) in Hr(s). The corresponding
frequency responses are given by evaluation at z = exp(jωdTs). Figure 3.4 shows the
discrete responses HAM1 and HAM2 in the cases Fs = 22.05 [kHz] and Fs = 44.1 [kHz],
for comparison with the original one. Responses obtained with the Euler method are also
plotted as a term of comparison.

The Euler method is easily seen to provide poor accuracy even at Fs = 44.1 [kHz].
In particular, a noticeable numerical dissipation is introduced, so that the resonance is
strongly attenuated. Results for the AM methods are in good agreement with theoretical
predictions. Both the magnitude and the phase responses of HAM1 exhibit frequency
warping (see the discussion in Sec. 2.3.1). At Fs = 22.05 [kHz], the resonance ω0 has
shifted from 23250 [rad/s] to 21300 [rad/s] (i.e. from 3700 [Hz] to 3390 [Hz]). The AM2
method provides different results: there is no significant warping, but the magnitude of
the resonance is amplified. The amplification is small at Fs = 44.1 [kHz], but becomes
unacceptable at Fs = 22.05 [kHz] (the peak magnitude is 4.7 · 10−5 [m/Pa]). This phe-
nomenon is a direct consequence of the stability properties of the method: it can be
seen that, with the values used here, the method becomes unstable at Fs ' 19 [kHz].
This explains the strong amplification and the phase distortion exhibited by HAM2 at
Fs = 22.05 [kHz].

Both methods preserve the low-frequency response. More specifically, the equalities
HAM1(0) = HAM2(0) = Hr(0) hold. Finally, qualitative analysis shows that both the 1-
and 2-step AM methods lead to a digital damping gd = ωd1 − ωd2 which is smaller than
the physical one, and decreases with decreasing Fs. For HAM1 this is a consequence of the
frequency warping effect, which causes the resonance bandwidth to reduce and the quality
factor to increase consequently. For HAM2 this is due to the resonance amplification rather
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Figure 3.4: Digital responses HAM1 and HAM2 in the cases (a) Fs = 22.05 [kHz] and
(b) Fs = 44.1 [kHz]. Physical parameters are ω0 = 2π · 3700 [rad/s], g = 3000 [rad/s],
µ = 0.0231 [Kg/m2].

than to warping effects.

Analogous analysis is performed for the WS methods. These methods do not define
s-to-z mappings, therefore the transfer functions HWS1(z) and HWS2(z) are not obtained
by substitution. Instead, they are computed directly from the general equation (3.13).
Results are summarized in Fig. 3.5. Again, the responses obtained with the Euler method
are plotted as a term of comparison.

The discrete responses HWS1 and HWS2 show excellent agreement with Hr, even
at low sampling rates. Both methods preserve the resonance ω0 without introducing
warping. The low-frequency response is preserved as well. Numerical dissipation is
introduced, which is more noticeable for the 1-step method. This effect can be noticed
by observing that the amplitude responses |HWS1| and |HWS2| lie below the |Hr|. Due
to this dissipation the digital damping coefficient gd is larger than the physical one and
increases with decreasing Fs, for both HWS1(z) and HWS2(z). The phase responses are
well preserved by both methods. Summarizing, the frequency analysis developed in this
section shows that the WS methods better approximate the reed frequency response
than AM methods. It would appear that the WS methods are preferable. However, this
conjecture is not confirmed from the time-domain analysis developed in the next section.
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Figure 3.5: Digital responses HWS1 and HWS2 in the cases (a) Fs = 22.05 [kHz] and
(b) Fs = 44.1 [kHz]. Physical parameters are ω0 = 2π3700 [rad/s], g = 3000 [rad/s],
µ = 0.0231 [Kg/m2].

3.2.3 Time-domain analysis

In order to further investigate the properties of the numerical methods, time-domain
simulations are studied in which each of the four digital reed is connected to the same
resonator. This is a basic waveguide model of the clarinet bore (see chapter 2 for details
on one-dimensional waveguide structures). Propagation in the bore is simulated with two
delay lines; the length mbore of each line is chosen in such a way that mborecTs = Lbore.
The bell is modeled by inserting a low-pass filter Rd in the waveguide loop, and this
filter is designed with standard techniques (see e.g. Mitra [92]): first the analog filter is
designed using a fourth order Butterworth realization. Then a digital equivalent Rd(z)
is obtained with the bilinear transform:

Rd(z) = Rc

(
2Fs

1− z−1

1 + z−1

)
.

Summarizing, the digital bore model takes the incoming pressure wave p+ from the ex-
citer, and returns to it an outgoing pressure wave p− given by

P−(z) = −Rd(z) z−2mL P+(z). (3.14)
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pt [Pa]

Fs [kHz] quasi-static AM1 WS1 AM2 WS2

20 1664 1816 1761 . . . 3346
25 1664 1808 1774 . . . 2842
30 1664 1807 1784 . . . 2554
35 1664 1807 1790 . . . 2365
40 1664 1807 1795 . . . 2233
45 1664 1804 1796 . . . 2136
50 1664 1804 1797 3781 2063
55 1664 1805 1798 3516 2008
60 1664 1805 1799 3278 1960
65 1664 1806 1799 3148 1932
70 1664 1803 1800 3026 1906
75 1664 1804 1800 2908 1881
80 1664 1804 1801 2841 1865
85 1664 1805 1801 2887 1848
90 1664 1803 1802 2737 1832
95 1664 1803 1802 2692 1816
100 1664 1803 1802 2643 1802

Table 3.2: Measured threshold pressures from time-domain simulations. Values are
rounded to the nearest integer

A first study on time-domain simulations analyzes the threshold pressure pt, i.e. the
value for mouth pressure above which stable oscillations take place. A rough estimate for
the threshold pressure, pt ' h0Ka/3, has been given in Sec. 3.1.2 using the quasi-static
approximation. Assuming that Ka ≈ 1/|Hr(0)| = k/Sd, and using the values of Figs. 3.4
and 3.5, the quasi-static estimate is found to be pt ' 1664 [Pa]. However, as observed by
Keefe [77], this value underestimates the true pt.

The quasi-static estimate is compared with experimental results from the simulations,
in two steps. First, a “dynamic estimate” is found by running simulations at very high
sampling rates (up to 500 [kHz]). For such sampling rates, all the systems are found to
have the same threshold pressure, pt = 1802 [Pa]. This can be therefore assumed to be
the “true” value. Then simulations are run at lower sampling rates: the measured pt are
given in Table 3.2, from which a few remarks can be made.

• For all the digital reeds, pt converges to the dynamic estimate 1802 [Pa] as the
sampling rate is increased (the convergence of AM2 is not evident from Table 3.2,
since it occurs at Fs > 200 [kHz]).

• The pt estimates obtained from both the 1-step methods exhibit robustness with
respect to the sampling rate. At Fs = 30 [kHz] the percentage deviation of pt from
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Figure 3.6: Phase diagrams for uf vs. ∆p. Solid line: quasi-static model approximation
(cfr. Eq. (3.7)). Dotted line: WS1 digital reed with Fs = 44.1 [kHz] and pm = 2265 [Pa].

the “true” value is less than 1% for both AM1 and WS1.

• The 2-step methods are less robust: even at high sampling rates, the threshold
pressures for the corresponding systems are far from the “true” value. In particular,
simulations with AM2 hardly reach steady state oscillations for Fs < 35 [kHz]. For
this reason the AM2 column in Table 3.2 gives only the results for Fs > 50 [kHz].

As an example, Fig. 3.5(b) shows that at Fs = 44.1 [kHz] the frequency response
HWS2 is indistinguishable from the original one. However, pt is still noticeably higher
than 1802 [Pa]. A similar remark holds for AM2 with Fs = 100 [kHz]. Therefore, time-
domain simulations with the 2-step methods exhibit poor accuracy even when the reed
response is approximated accurately. These results show that the study of the discrete
response does not give sufficient information on reed behavior when the coupling with
the non-linearity f(uf , h) and with the bore is considered. Due to the non-linearity, the
whole system exhibits sensitive dependence to small deviations in the frequency response.
The results from pt analysis, together with the frequency-domain analysis of the previous
section, show that the 1-step Weighted Sample method provides the most accurate reed
simulations among the considered techniques.

A second study on time-domain simulations amounts to comparing the digital reeds
with the quasi-static approximation described in Sec. 3.1.2. An interesting comparison
is obtained by plotting the uf vs. ∆p phase diagrams for the steady state signals. An
example of such phase diagrams is shown in Fig. 3.6, obtained by driving the WS1 digital
reed with a mouth pressure pm = 2265 [Pa]. This value is the limit value for non-beating
conditions, while beating occurs for greater pm.

The digital reed exhibits an interesting behavior: uf and ∆p move along a hysteretic
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Figure 3.7: Transitions to high regimes of oscillation (WS1 method, Fs = 44.1 [kHz]);
(a) clarion register (ω0 = 2π · 2020 [rad/s], g = 1400 [rad/s], pm = 1800 [Pa]); (b) reed
regime (ω0 = 2π · 3150 [rad/s], g = 300 [rad/s], pm = 1900 [Pa]).

path. This phenomenon comes from the presence of memory in the equations. When the
reed dynamics is taken into account, Eq. (3.7) does not hold, and h and uf depend on
∆p together with its derivatives. In other words, the attractor for the digital reed is not
a curve in the plane, but instead a closed orbit in a higher dimensional phase space.

Another significant difference between the quasi-static and the dynamic model is
concerned with transitions to high regimes of oscillation. As Thompson [135] and Wilson
and Beavers [154] have pointed out, both ω0 and g play a role in helping transition to the
second register (clarion register). Experiments with artificial lips on real clarinets have
proved that the clarion register can be produced without opening the register hole, if
the reed resonance matches a low harmonic of the playing frequency and the damping is
small enough. Moreover, an extremely low damping causes the reed regime (“squeaks”)
to be produced, i.e. the oscillation is governed by the reed resonance. From a musical
standpoint, squeaks are often explained as a consequence of insufficient breathing, while
the fundamental register comes in as the mouth pressure is increased. All these effects
are seen to be well reproduced by numerical simulations with the WS1 digital reed, while
on the contrary the quasi-static approximation does not allow control on such effects.
Figure 3.7(a) shows an example of transition to the clarion register. This example has
been obtained by matching ω0 to the seventh harmonic of the playing frequency and by
lowering g down to 1400 [rad/s]. Figure 3.7(b) shows a transition to the reed regime. This
is achieved by giving g a value as low as 300 [rad/s]. Squeaks are more easily obtained
in simulations by driving the reed with low blowing pressures.

3.3 Finite-difference modeling

The lumped model described in the previous section is appealing for sound synthesis
purposes. The synthesis algorithm is compact enough to be implemented at low computa-
tional costs, and the conceptual simplicity of the physical description in terms of lumped
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masses, springs and dampers, allows in principle intuitive control. However, a major
limitation of the lumped model is that its validity can only be assumed for oscillations at
small amplitudes. At larger amplitudes the reed bends against the mouthpiece lay, and
the assumption of a single constant degree of freedom no longer holds. Furthermore, the
phenomenon of reed beating (i.e. complete closure of the reed) is usually incorporated
in the lumped model in a non-physical way, as seen in Sec. 3.1.1. Also, the dependence
of the reed-mouthpiece system on the lip embouchure is not taken into account in the
lumped representation.

A more realistic representation of the reed is that of a bar with non-uniform cross-
sectional area, clamped to the mouthpiece at one end. Additional constraints on the reed
motion are provided by the mouthpiece profile and by the interaction with the lip. Stew-
art and Strong [130] developed a numerical model based on such a distributed description,
which incorporated automatically bending and beating phenomena. Later, Sommerfeldt
and Strong [128] used the same model for studying a player-clarinet system where the
player’s air column was also included in the simulations. The distributed modeling ap-
proach was also adopted by Gilbert [63] and Gazengel [61], who developed analytical
studies of the reed bending in the case of simplified geometries (wedge shaped reed, cir-
cular lay profile) and proposed a method for designing a lumped model approximation
with non-constant parameters.

Distributed modeling of the reed-mouthpiece-lip system is also the topic of this section.
The modeling principles presented here are similar to those adopted in [130, 128], but
contain several improvements and refinements. The fourth-order partial differential equa-
tion (PDE) describing the reed is adapted in a such way that internal losses and damping
due to the surrounding air, as well as the physical interaction with the mouthpiece lay
and the player’s lips, are modeled more accurately. Both geometrical and mechanical
parameters are obtained via precise measurements on real clarinets. The equations are
discretized using an implicit finite-difference scheme that guarantees unconditional stabil-
ity and minimum frequency warping in the digital domain. This numerical technique was
already used by Chaigne and Doutaut [28] for the modeling of idiophones. No attempt
is made here to model either the air flow in the reed channel or the acoustical resonator.
Instead attention is exclusively focused on the mechanical response of the system. The
proposed distributed model is used in Sec. 3.4 as a numerical experimental set-up for the
determination of the parameter functions of a lumped model approximation.

3.3.1 A distributed model

The reed is modeled here as a bar with length L, uniform width w and non-uniform
thickness b(x) (see Fig. 3.8). It is clamped to the mouthpiece at one end (x = 0) and free
at the other one (x = L). Only flexural waves in the vertical direction are considered, and
contribution of other waves are neglected. If the material is homogeneous and isotropic,
then its density ρ and Young’s modulus Y are constant, and the vertical displacement
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Figure 3.8: Idealized geometry of a clarinet single reed.

distribution y(x, t) is governed by the equation [28]

F (x, t) =
∂2

∂x2

[
Y I(x)

(
1 + η

∂

∂t

)
∂2y

∂x2
(x, t)

]
+ ρS(x)

[
∂2y

∂t2
(x, t) + γB

∂y

∂t
(x, t)

]
, (3.15)

where F (x, t) is a driving force per unit length. The terms S(x) and I(x) are the cross
sectional area and the moment of inertia about the longitudinal axis, respectively. If
a rectangular cross-section is assumed, then S(x) = wb(x) and I(x) = wb(x)3/12 (see
[49]). Note that Eq. (3.15) holds only if S(x) is a slowly varying function [111]. The
coefficient η represents the magnitude of the internal viscoelastic losses, and γB accounts
for damping of the surrounding fluid. Chaigne and Doutaut [28] have shown that these
two coefficients yield a satisfactory representation of bar losses. In particular, they found
that the frequency dependent damping factor α(ω) of the bar is fairly well fitted by the
empirical law

α(ω) =
1

td(ω)
= a0 + a2ω

2, (3.16)

where td is the decay time. It is shown in [28] that the a0,2 coefficients are related to η, γB

through the formulas
η = 2a2 and γB = 2a0. (3.17)

Finally, clamped-free boundary conditions lead to the constraints (see [94])

y(0, t) =
∂y

∂x
(0, t) = 0,

∂2y

∂x2
(L, t) =

∂3y

∂x3
(L, t) = 0.

(3.18)

Besides being clamped at the mouthpiece, the reed is also sustained by the player’s lip.
Given lip coordinates (xlip, ylip) as in Fig. 3.9, it is assumed here that the reed and the lip
are permanently in contact over a fixed segment Xlip = (xlip − Llip, xlip + Llip), and that
there is an elastic lip force per unit length Flip(x, t) between them that is proportional to
the lip compression:

Flip(x, t) =

{
−Klip∆ylip(x, t), x ∈ Xlip,
0, otherwise,

(3.19)
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Figure 3.9: Geometrical parameters for the mouthpiece lay and the lip.

where ∆ylip(x, t) = ylip−y(x, t)+b(x) indicates lip compression and Klip is the lip stiffness
per unit length. Equation (3.19) provides the simplest possible restoring force, which is
intended as a first-order approximation in the case of using an artificial lip (as in the
measurements of Sec. 3.3.3). Note that no lip restoring forces are modeled in [130, 128].
As a second effect, the lip provides additional damping to the reed. Following [128], this
is modeled by redefining the damping coefficient γB as position dependent:

γB(x) =

{
γair + γlip, x ∈ Xlip,
γair, otherwise.

(3.20)

Reed-lay interaction is slightly more complicated, since the portion of reed in contact
with the mouthpiece varies over time. The contact force per unit length between reed
and lay is defined as Flay(x, t) = Fel(x, t) + Fdis(x, t), where Fel and Fdis are an elastic
and a dissipative component, respectively. The lay profile ylay(x) is given as in Fig. 3.9.
Suppose that a section dx of the reed around x is hitting the lay, i.e. y(x, t) = ylay(x).
Since collision is nearly inelastic [130], Fdis is chosen such that it nullifies the velocity of
the section during the duration ∆t of the collision. If ∆t is short, the following relation
is obtained from the law of impulsion:

dm(x) ẏ(x, t) = [Fdis(x, t)dx] ∆t, (3.21)

where dm(x) = ρb(x)w dx is the mass of the reed section. Therefore Fdis is non-zero only
during the time ∆t in which collision occurs. Equation (3.21) is exploited in the following
section for deriving an expression for Fdis in the discrete space-time domain.

The elastic term Fel is nonzero only if the reed section is still in contact with the lay
after the collision. Let ∆ylay(x, t) = y(x, t)− ylay(x) denote the reed compression. Then
the set Xlay(t) = {x ∈ [0, L] : ∆ylay(x, t) > 0} denotes the points where the reed and
the lay are in contact. In this case, a linear elastic restoring force is applied, such that
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Fel takes the form

Fel(x, t) =

{
−Klay∆ylay(x, t), x ∈ Xlay(t),
0, otherwise.

(3.22)

Again, note that contact forces with the lay are not modeled in [130, 128]. In these
papers, the interaction is simply treated by imposing a stop to the sections that hit the
lay: the section velocity is set to zero and the section displacement is kept constant and
equal to ylay(x) as long as the section tends to move into the mouthpiece. However, it is
easily seen that this approach introduces artificial accelerations in the system. Imposing
a stop on a reed section means adding forces also on the neighboring sections, and since
these sections are not necessarily in contact with the mouthpiece, their accelerations are
in many cases artificially affected. The explicit modeling of contact forces proposed here
avoids such artificial accelerations and results in a more realistic interaction.

In conclusion, the total force F in Eq. (3.15) acting on the reed is given by

F (x, t) = Flip(x, t) + Flay(x, t) + Fext(x, t), (3.23)

where the term Fext stands for an external driving force per unit length. The distributed
model (3.15) is now completely defined in the continuous-time domain.

3.3.2 Numerical formulation

This section addresses the problem of discretization in time and space of the dis-
tributed system (3.15). Finite-difference methods (FDM) approximate the spatial do-
main with a grid of N sections (equivalently, N + 1 points), and a corresponding spatial
sampling step Xs = L/N . In the following the notation yn

i is used to denote the value
of the reed displacement y at the point xi = iXs (for i = 0 . . . N) and at time tn = nTs

(with n ≥ 0); the vector notation yn = [yn
i ]i is also used.

The selection of the two parameters Xs, Ts is usually imposed by stability and fre-
quency warping criteria. Explicit FDM can be used, where discretization of the derivatives
leads to an explicit dependence of yn+1

i on known quantities. It is a general result that if
the PDE does not model any damping, explicit schemes lead to a Von Neumann stability
condition of the form Ts/X

2
s < c, where c is a constant [81]. This condition takes on a

slightly different form when dissipative elements are included.

Chaigne and Doutaut have shown that the stability condition for the numerical for-
mulation of Eq. (3.15) with explicit methods can be written N < Nmax(Fs) i.e. the
number of grid-points has an upper bound determined by the sampling rate. Moreover,
it was shown in [28] that for a non-uniform bar modeled with equation (3.15) the function
Nmax(Fs) is roughly proportional to

√
Fs for low Fs, and tends to an asymptotic limit as

Fs increases. Therefore, extremely high sampling rates should be used in order to achieve
an acceptable spatial resolution, and consequently a reasonable estimation of the first
natural frequencies of the bar.
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For this reason a class of implicit methods, sometimes referred to as θ-schemes, is
used. For clarity, equation (3.15) is rewritten as

F (x, t) = ρS(x)

[
∂2y

∂t2
(x, t) + γB

∂y

∂t
(x, t)

]
+ Y

∂2

∂x2

[
I(x)

∂2y

∂x2
(x, t)

]
+

+ηY
∂2

∂x2

[
I(x)

∂3y

∂x2∂t
(x, t)

]
,

(3.24)

and the discretization of each of these derivative terms is addressed separately in the
following. Time derivatives in equation (3.24) are approximated using the centered dif-
ference scheme

∂y

∂t
(xi, tn) ≈ yn+1

i − yn−1
i

2Ts

, (3.25)

∂2y

∂t2
(xi, tn) ≈ yn+1

i − 2yn
i + yn−1

i

T 2
s

, (3.26)

The discrete operator δ2
x, that approximates the second-order spatial derivatives, is again

defined with a centered difference scheme. The second derivative of a generic function
g(x) is given by

∂2g

∂x2
≈ δ2

xg, where (δ2
xg)n

i =
gn+1

i − 2gn
i + gn−1

i

X2
s

. (3.27)

With this notation, the second-order derivative ∂2y/∂x2 is approximated as δ2
xy and the

third-order derivative ∂3y/∂x2∂t is approximated as

∂3y

∂x2∂t
(xi, tn) ≈ (δ2

xy)n+1
i − (δ2

xy)n−1
i

2Ts

. (3.28)

The θ-scheme approximates the fourth-order spatial derivative in equation (3.24) using
the following three-level time average:

∂2

∂x2

[
I

∂2y

∂x2

]
(xi, tn) ≈ (1− 2θ)δ2

x[I(δ2
xy)]ni + θ

[
δ2
x[I(δ2

xy)]n+1
i + δ2

x[I(δ2
xy)]n−1

i

]
, (3.29)

where δ2
x[I(δ2

xy)]ni can be written explicitly as

δ2
x[I(δ2

xy)]ni =
Ii+1y

n
i+2 − 2(Ii+1 + Ii)y

n
i+1

X4
s

+
(Ii+1 + 4Ii + Ii−1)y

n
i

X4
s

+

+
−2(Ii + Ii−1)y

n
i−1 + Ii−1y

n
i−2

X4
s

.

(3.30)

The last derivative in equation (3.24) is again obtained using the θ-scheme. Substituting
∂3y/∂x2∂t with its approximation (3.28) and applying the θ-scheme (3.29) yields

∂2

∂x2

[
I

∂3y

∂x2∂t

]
(xi, tn) ≈ θ fs

[
δ2
x[I(δ2

xy)]n+1
i − δ2

x[I(δ2
xy)]n−1

i

]
. (3.31)
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Finally, extra grid-points have to be added at both ends, in order to express the boundary
conditions (3.18) in discrete form. With the discretization scheme adopted here, the
discrete boundary conditions are found to be

(x = 0) yn
0 = 0, yn

−1 = yn
1 ,

(x = L) yn
N+1 = 2yn

N − yn
N−1, yn

N+2 = yn
N − 4yn

N−1 + yn
N−2.

(3.32)

Chaigne and Doutaut [28] exemplify the stability properties of this numerical scheme
by applying it to the ideal bar equation ∂2y/∂t2 = −a2∂4y/∂x4. Their analytical study
shows that the resulting difference equations are unconditionally stable (i.e. they are
stable for any combination of Xs and Fs) for any value θ ≥ 1/4. Moreover, minimum
frequency warping is achieved with θ = 1/4. Note that Stewart and Strong [130] and
Sommerfeldt and Strong [128] use the θ-method with θ = 1/2, although they do not
mention it explicitly.

For clarity, let ∆n
i denote the approximation of the spatial derivative term provided

by Eqs. (3.29) and (3.31):

∂2

∂x2

[
I

(
1 + η

∂

∂t

)
∂2y

∂x2

]
(xi, tn) ≈ ∆n

i . (3.33)

Then the difference equation is seen to take the form

(1 + γ) yn+1
i − 2yn

i + (1− γ) yn−1
i =

T 2
s

ρSi

[F n
i − Y ∆n

i ] , (3.34)

where γ = 1
2
γBTs. Note that this equation is implicit, since the term ∆n

i depends on
yn+1

i . In matrix form, the numerical system is:

M 1y
n+1 = M 0y

n + M−1y
n−1 + MF F n. (3.35)

The coefficients of the matrices M 1, M 0, M−1 and MF are found from the calculations
outlined above. Thus, computation of yn+1 requires inversion of the matrix M 1, and the
final numerical sistem has the form:

yn+1 = A0y
n + A−1y

n−1 + AF F n, (3.36)

where A[0,−1,F ] = M−1
1 M [0,−1,F ].

The elastic lip force (F lip)
n and the elastic component of the lay forces (F el)

n are easily
computed directly from the continuous-time equations (3.19) and (3.22), respectively.
Computation of the dissipative force (F dis)

n is less straightforward. As stated previously
in this section, (Fdis)

n
i is non-zero only when a collision occurs, therefore one first needs

to find the sections i that are colliding with the lay at each time step n. To this end the
next value ŷn+1 for the displacement distribution is predicted from the numerical system
(3.36) using a force vector (F̂ )n that contains only lip and external forces. This way, it
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is possible to predict which sections i are going to collide with the mouthpiece lay using
the condition

Cn
i : {ŷn+1

i > (ylay)i and yn
i < (ylay)i}. (3.37)

Moreover, those sections that are colliding with the lay have an estimated velocity

v̂n
i =

ŷn+1
i − yn

i

Ts

. (3.38)

From these equations and from equation (3.21) an expression for F dis can be derived in
discrete time:

(Fdis)
n
i =





mi

Ts

v̂n
i , if Cn

i holds,

0, otherwise,
(3.39)

where mi = ρbiw is the mass per unit length of the ith section. Once (F dis)
n has been

estimated, the next displacement yn+1 is recomputed from equation (3.35) using the force
vector F n that includes lay forces.

Summarizing, at each time step n the new displacement yn+1 is computed as described
in the following pseudocode lines:

for n ≥ 1

Compute F̂
n

= F n
lip + F n

ext

Estimate ŷn+1 = A0y
n + A−1y

n−1 + AF F̂
n

Evaluate condition Cn
i and velocities v̂n

i

Compute F n
lay and F n = F̂

n
+ F n

lay

Compute yn+1 = A0y
n + A−1y

n−1 + AF F n

end

3.3.3 Results from simulations

In order to obtain meaningful results from the numerical simulation of the reed-
mouthpiece-lip system, it is essential to establish accurate estimates of the model param-
eters. Not all the parameters are easily found via direct measurements. Therefore some
of them are estimated by adjusting their values while running numerical simulations,
until the behavior is similar to that observed in real systems. All the parameter values
listed in Table 3.3 are base on measurements carried out by Maarten van Walstijn, at the
University of Edinburgh. Details about the measurements can be found in [145, 15].

Numerical simulations analyzed in the following use a Bundy mouthpiece. For this
mouthpiece, the profile ylay(x) has been measured using a traveling microscope, and the
data-points are fitted with a fourth-order polynomial [145]. The curved profile is found
as

ylay(x) = 1.6181(x− L0)
2 + 1.8604(x− L0)

3 + 5.5077 · 102(x− L0)
4 [m], (3.40)
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Reed - (RICO plasticover, hardn. 2)

Length (free part when clamped) L = 34 · 10−3 [m]
Width w = 13 · 10−3 [m]
Density ρ = 500 [Kg/m3]
Young’s Modulus Y = 5.6 · 109 [N/m2]
Viscoelastic constant η = 6.0 · 10−7 [s]
Fluid damping coefficient γair = 100 [s−1]

Mouthpiece (Bundy)

Lay length (total) L = 34 · 10−3 [m]
Lay length (flat part) L0 = 9 · 10−3 [m]
Contact stiffness per unit length Klay = 108 [N/m2]

Artificial lip (water-filled balloon)

Horizontal position xlip = 26 · 10−3 [m]
Vertical position ylip = 3.85 · 10−3 [m]
Length of the contact segment 2Llip = 9 · 10−3 [m]
Lip stiffness per unit length Klip = 6.5 · 104 [N/m2]
Additional lip damping γlip = 16000 [s−1]

Table 3.3: Parameters of the distributed model used in the simulations.

for x > L0.
A plastic-coated reed is used in the following instead of a cane reed, because its

mechanical properties remain approximately constant independently of humidity. In the
approximation given in Fig. 3.8, the reed is assumed to have a rectangular cross-section.
This does not fully correspond to reality, since in real reeds the thickness b is not constant
over the width w. Therefore both the minimum and the maximum reed thickness are
measured at position x, then an “effective” thickness is computed under the hypothesis
that the curvature over w has a circular shape. Measurements have been taken for 18
points along the reed length, and the data-points are fitted again with a fourth-order
polynomial [145]. The thickness profile for the plastic reed is

b(x) = 2.2633·10−3−4.9483·10−2x−4.444x2+2.0126·102x3−2.4385·103x4 [m]. (3.41)

Impulse responses of the numerical model are first analyzed by running the simulations
without lip and lay interactions. Figure 3.10 shows the reed responses with θ = 1/4, 1/2,
when using Fs = 200 [kHz] and N = 200. Estimation of the resonances through FFT
analysis shows that frequency warping starts to be significant above the first three res-
onances. In particular, θ = 1/4 and θ = 1/2 provide the same estimate f0 = 1405 [Hz]
for the first resonance, while the discrepancy in the estimation of the second and third
resonances is less than 1%. Nonetheless, these experimental results confirm that θ = 1/4
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Figure 3.10: Comparison of the reed responses for θ = 1/4 and θ = 1/2 (obtained from
simulations with Fs = 200 [kHz] and N = 200.

minimizes the frequency warping effects, therefore this value is used in the rest of this
section.

In order to choose suitable values for Fs and N a commonly used tool is analysis of
convergence, i.e. analysis of resonance estimation in the numerical system with respect
to Fs and N . First, simulations are run with various Fs and N , without lip and lay
interactions. The first resonance f0 of the system is then obtained through FFT analysis.
Higher reed resonances are not taken into account since they are strongly damped and
their estimation does not affect the system behavior significantly.

The results are summarized in Table 3.4: it can be noticed that the f0 estimated
values always converge with increasing N . Moreover, the columns with Fs = 200 [kHz]
and Fs = 400 [kHz] provide the same estimated f0 values for every N . Also, the estimate
with Fs = 200 [kHz] and N = 200 is very close to that found with Fs = 200 [kHz] and
N = 400, the discrepancy being 0.2%. These results show that the values Fs = 200 [kHz]
and N = 200 provide sufficiently accurate simulations. Therefore, these values are used
in the rest of this section.

Using the numerical parameters θ, Fs, N as determined above, simulations of the com-
plete system are run both in a dynamic and in a quasi-static manner. Dynamic simulations
are obtained by driving the system with a sinusoidal force per unit length (Fext)

n given
by:

(Fdyn)n = amin +
(

amax − amin

2

)
· [1 + sin (ωdyn nTs + φ0)] , (3.42)

where φ0 is such that Fdyn = 0 for n = 0. Figure 3.11 shows the driving signal together
with the measured tip displacement y(L, t). In this example the minimum and maximum
force values amin and amax have been chosen in such a way that reed beating can be
observed. These plots are qualitatively in agreement with findings by Idogawa et al.
[72] on a real clarinet artificially blown, but provide a more detailed description of the
closing phase. It is clearly seen that, due to interaction with the lay, the reed tip can
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Fs [kHz]

N Xs [mm] 50 100 200 400

20 1.7 1361 1363 1364 1364
50 0.68 1387 1389 1390 1390
100 0.34 1397 1399 1401 1401
150 0.227 1400 1403 1404 1404
200 0.17 1402 1405 1405 1405
250 0.136 1403 1405 1407 1407
300 0.113 1403 1406 1407 1407
350 0.097 1404 1407 1407 1407
400 0.085 1405 1407 1408 1408

Table 3.4: Analysis of convergence for f0, with varying Fs and N . Frequency resolution
in the FFT is 1.5 [Hz], the f0 values are rounded to the nearest integer.

not exceed the value ym = 1.3 · 10−3 [m]. However, the tip is not stopped suddenly but
rather gradually, and a zoom-in of the plot in Fig. 3.11(b) in fact reveals that complete
closure is not obtained. This suggests that the reed stiffness per unit area Ka as defined
in Eq. (3.6) is increasing as yL approaches its maximum value. Another phenomenon
which is evident from the same plot is that yL exhibits small additional oscillations when
approaching the maximum.

A quantitative description of the dependence of Ka on the tip displacement can be
obtained through numerical simulations. However, dynamic simulations as defined above
are not suitable for studying such dependence, since the reed velocity can in principle
induce hysteresis effects on the force-tip displacement characteristics. Therefore, quasi-
static simulations are defined in the following way:
(1) the driving force is synthesized by taking sampled values of a sinusoidal signal and
applying them in successive time steps of length n0. If the integer part of n/n0 is denoted
as bn/n0c, then Fext is defined in the quasi-static case as:

(Fqs)
n = amin +

(
amax − amin

2

)
·
[
1 + sin

(
ωqs

⌊
n

n0

⌋
Ts + φ0

)]
. (3.43)

Therefore (Fqs)
n takes constant values in each time step of length n0, and follows a

sinusoidal envelope.
(2) The length n0 is chosen such that reed oscillations decay completely during each step.
When oscillations have decayed, the “quasi-static” reed displacement yn distribution is
measured.

Figure 3.12(a) shows the force-tip displacement characteristics as found from quasi-
static simulations. As expected, the elastic behavior of the system is approximately
linear for small relative displacements, and becomes increasingly non-linear as the reed
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Figure 3.11: Dynamic simulations; (a) external driving force and (b) reed tip displace-
ment.

moves toward closure. Figure 3.12(b) shows the behavior of Ka, computed as the ratio
between ∆p and yL−y0. Note that Ka is almost constant around y0 and starts to increase
significantly around the value yL ∼ 1.08 · 10−3 [m]. The additional oscillations observed
in Fig. 3.11(b) occur approximately in the same range. This findings suggest that the
mechanical properties of the system are changing dramatically in that range.

In order to further investigate these changes another numerical experiment is carried
out, in which the separation point (defined as the point of contact between lay and reed
which is closest to the tip) is measured as a function of the reed tip displacement. The
separation point is denoted by xsep in the following.

The dependence xsep(yL) describes the way the reed bends against the lay, and in
particular defines the part of the reed that can move freely during oscillation. Therefore
it can be expected to be strongly correlated to the mechanical properties of the reed-
mouthpiece system. The separation point is first studied using quasi-static simulations
with driving forces Fqs. The measured values are plotted in Fig. 3.13(a), which shows an
unexpected result: the reed does not bend against the lay in a smooth manner, instead
xsep undergoes a sudden jump around the value yL ∼ 1.08 · 10−3 [m]. This behavior
corresponds to a reed section closer to the tip getting in contact with the lay before the
“previous” segment has fully curled up onto the lay: a qualitative description of this
behavior is given in Fig. 3.13(b).

Secondly, the separation point is studied using dynamic simulations. Simulations
are run using driving forces Fdyn as in equation (3.42) with various driving frequencies
ωdyn ranging from 2π200 [rad/s] up to 2π1500 [rad/s]. The gray dots in Fig. 3.13(a)
show results obtained with ωdyn = 2π200 [rad/s]: slight hysteretic effects can be noticed,
due to the fact that the opening and closing paths do not coincide exactly in dynamic
simulations. However, the deviation from the static curve is generally small. Similar
results are found for greater driving frequencies.

The separation point discontinuity explains the additional oscillations in the tip dis-
placement, observed when running dynamical simulations (see Fig. 3.11(b)). When the
discontinuity occurs, a section of the reed hits the lay as depicted in Fig. 3.13(b), and
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Figure 3.12: Quasi-static simulations: (a) pressure-displacement characteristics of the
system and (b) stiffness per unit area Ka.

the collision causes the free part to oscillate. Furthermore, the frequency of these oscil-
lations is significantly higher than the first resonance f0 of the reed. Qualitatively, this
is explained by observing that at discontinuity the length of the reed segment which is
moving freely is significantly smaller than the original length L.

As a concluding remark, the analysis on xsep(yL) shows that quasi-static simulations
provide an accurate description of the reed motion, and can be used for approximating
dynamic simulations.

3.4 A lumped non-linear model

The distributed model developed in the last section shows that the bending of the
reed against the mouthpiece affects dramatically the mechanical properties of the system.
In particular, the stiffness per unit area Ka increases as the reed tip moves toward clo-
sure. This non-linear behavior has important consequences on the sound and the playing
characteristics of the instrument.

It is evident that such non-linear bending effects are not accounted by the lumped
model described in Sec. 3.1. On the other hand, the distributed approach of Sec. 3.3 has
extremely high computational loads, and is not suitable for sound synthesis purposes.
An alternative approach, that allows a much more efficient implementation, amounts to
describe the reed as one-mass lumped oscillator, whose mechanical parameters are not
constant. As an example, the mass m of the oscillator in Eq. (3.1) can be thought as
decreasing as the reed moves toward closure, because the part of the reed which is free
to move becomes smaller as it bends against the lay.

In order to develop a realistic model, a quantitative approach for the determination of
the non-constant lumped parameters has to be found. This section proposes one solution
to this task [144].
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Figure 3.13: Separation point versus tip displacement; (a) quasi-static simulations (black
solid line) and dynamic simulations with fd = 200 [Hz] (gray dots); (b) non-smooth reed
curling.

3.4.1 Parameter determination

In the remaining of this section the reed is considered to be described by the following
equation:

m(yL) · ÿL(t) + r(yL) · ẏL(t) + k(yL) · [yL(t)− y0] = Sd(yL) ·∆p(t), (3.44)

where the lumped parameters m, r, k are functions of the reed tip displacement. In other
words, the reed is described as a non-linear lumped oscillator. Moreover, it is assumed
that the effective flow surface Sr, defined in Eq. (3.5) is not constant either. Thus, the
total flow u entering the instrument is given by

u(t) = uf (t) + ur(t), with ur(t) = Sr(yL) · ẏL(t). (3.45)

In order for Eqs. (3.44) and (3.45) to provide realistic description of the reed func-
tioning, the variation of m, r, k, Sd, Sr with respect to yL has to be established. The first
attempt to use non-constant lumped parameters in single reed modeling appears to have
been made by Adrien et al. [2]. However, the authors did not provide any theoretical or
experimental method for the determination of the parameters. Gilbert [63] and Gazen-
gel [61] developed an analytical method which is based on the assumption that at each
time instant the lumped approximation (3.44) must have the same kinetic and potential
energies of a distributed reed model. This approach is directly related to the so called
Rayleigh energy method, often used for determining the eigenfrequencies of a beam under
flexure.

The basic idea in the method is the following: if the potential and kinetic energies of
the distributed model are known, then the lumped parameter functions can be established
by imposing that the energies of the lumped model equal those of the distributed model at
each time instant. Unfortunately, analytical results with this method can only be obtained
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when the distributed model is given idealized geometries. As an example, Gazengel [61]
was able to determine the lumped parameter using a distributed model in which a wedge
shaped reed bends against a mouthpiece lay with circular curvature.

As shown in Sec. 3.3, real geometries of reed-mouthpiece systems are much more
complicated than those used in [61], and the precise shape of the reed and the mouthpiece
has a strong influence on the playing characteristics of the instrument. Therefore, an
experimental approach based on numerical simulations of a distributed model may be
preferable to a purely analytical analysis [144]. A similar experimental approach was
adopted by De Vries et al. [36]: the authors determined the parameters of a lumped
model of the vocal folds using numerical experiments with an accurate finite-element
model of the glottis. In this section, the distributed model of Sec. 3.3 is used as a
numerical experimental setup for deriving the lumped parameters in Eq. (3.44).

Consider the distributed reed model of Eq. (3.15). Given a displacement y(x, t), the
potential energy E∗

p,reed and the kinetic energy E∗
k,reed of the reed are found as (see [94])

E∗
p,reed(t) =

1

2

∫ L

0
Y I(x)

(
∂2y

∂x2
(x, t)

)2

dx,

E∗
k,reed(t) = Ek(t) =

1

2

∫ L

0
ρS(x)

(
∂y

∂t
(x, t)

)2

dx.

(3.46)

Note that E∗
k,reed represents the total kinetic energy E∗

k of the reed-mouthpiece-lip system,
since the reed is the only part which is actually moving. On the other hand, E∗

p,reed does
not represent the potential energy of the whole system, since the contributions E∗

p,lay due
to the mouthpiece and the contribution E∗

p,lip due to the lip have to be taken into account.
Using the same notation adopted in Eqs. (3.19) and (3.22), these contributions can be
written as

E∗
p,lay(t) =

Klay

2

∫

Xlay

∆ylay(x, t)2dx, E∗
p,lip(t) =

Klip

2

∫

Xlip

∆ylip(x, t)2dx. (3.47)

The total potential energy E∗
p of the distributed system is the sum of the three compo-

nents: E∗
p = E∗

p,reed + E∗
p,lay + E∗

p,lip − E∗
p,0 where the constant E∗

p,0 is defined such that
Ep = 0 when the system is at equilibrium.

Turning to the lumped model of Eq. (3.44), its potential energy Ep and kinetic energy
Ek are defined as

Ep(t) =
1

2
kyL(t)2, Ek(t) =

1

2
mẏL(t)2. (3.48)

Suppose now that E∗
p and E∗

k are measured from numerical simulations on the distributed
model. The lumped approximation must have the same energies during motion, i.e.
Ep = E∗

p and Ek = E∗
k , and consequently the following equalities are derived:

k =
2E∗

p

y2
L

, m =
2E∗

k

ẏ2
L

. (3.49)
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As for the effective driving surface Sd, this can be determined by observing that in the
static case (ÿL = ẏL = 0) Eq. (3.44) reduces to the equality

k(yL)[yL(t)− y0] = Sd∆p(t).

Recalling the static relation ∆p = Ka(yL − y0) (where Ka is the stiffness per unit area
defined in Sec. 3.1.2), it follows that the effective driving surface Sd is given by

Sd =
k

Ka

. (3.50)

Since k can be derived from Eq. (3.49) and Ka has been derived directly from numerical
simulations in the last section, Eq. (3.50) can be used to compute Sd from known quan-
tities. The flow effective surface Sr can be found as follows: the flow u∗r induced by the
reed motion is given in the distributed model as

u∗r(t) = w
∫ L

0

∂y

∂x
(x, t)dx.

Therefore Sr is found by imposing that ur = u∗r, and is therefore given by

Sr =
u∗r
ẏL

. (3.51)

Equations (3.49), (3.50) and (3.51) are used in the following section for determining
the parameter functions. No method is proposed here for estimating the damping r(yL).
A possible strategy may be found by exploiting the following remark: the dissipation
−r(yL)ẏL and the driving force Sd∆p are non-conservative forces acting on the lumped
mass. Therefore the work of this dissipative terms must equal the variation of the total
energy E = Ep + Ek. In formulas:

E(t + ∆t)− E(t) =
∫ yL(t+∆t)

yL(t)
[Sd(yL)∆p(t)− r(yL)ẏL(t)]dyL,

where r(yL) is the only unknown term. This equation can in principle be integrated
numerically and used in combination with numerical experiments on the distributed sys-
tem for determining r(yL). However, this approach is not investigated in the following.
Instead the damping is arbitrarily assumed to be constant, and the exact determination
of the function r(yL) is left for future work.

3.4.2 Properties of the non-linear oscillator

As already mentioned, the Rayleigh method relies on the assumption that the dis-
tributed model and the lumped approximation have the same energies at each time in-
stant. However, it has been shown at the end of Sec. 3.3.3 that the distributed reed can
be reasonably assumed to move in a “unique” way, i.e. hysteretic effects in reed motion
are negligible (see in particular Fig. 3.13). This remark justifies the assumption made in
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Sec. 3.4.1 that a one-to-one mapping relates the lumped parameter functions to the tip
displacement. In other words, the term time instant can be substituted with the term
reed displacement.

Given the above remark, quasi-static simulations are the most natural choice for mea-
suring the energies of the distributed model. The advantage with respect to dynamic
simulations is that more “clean” measures are obtained, since hysteretic effects are re-
moved. Quasi-static simulations are run with the step-wise driving force Fqs given in
Eq. (3.43), with n0 = 200 and ωqs = 2π200 [rad/s]. The force Fqs is given a total num-
ber M = 1000 of time steps. For each time step m = 1 . . . M of the driving force, the
following quantities are measured:

• the values of the reed displacement ym;

• the spatially discretized values of the “reed bend”, (∂2y/∂x2)m. These are needed
for computing the reed potential energy in Eq. (3.46);

• the values of the lip compression (∆ylip)
m. These are needed for computing the lip

potential energy in Eq. (3.47);

• the values of the lay compression (∆ylay)
m. These are needed for computing the

lay potential energy in Eq. (3.47).

One last quantity, namely (∂y/∂t)m, is needed for computing the kinetic energy of the
reed E∗

k,reed and the reed-induced flow u∗r. This is computed from the reed displacements
as (∂y/∂t)m = (ym+1 − ym−1)/2Ts.

These measured quantities are used for computing the energies E∗
p , E

∗
k , and the flow

u∗r. In order to compute the lumped parameter functions, one additional difficulty has to
be overcome: in certain cases, the computations in Eqs. (3.49), (3.50) and (3.51) result
in divisions where both the numerator and the denominator are very close to zero, which
leads to numerical problems. Both the potential energy E∗

p and the relative displacement
(yL − y0) tend to zero when yL → y0. Therefore, in the vicinity of y0 the stiffness k(yL)
is computed with a method that cross-fades between the values obtained from the ratio
E∗

p/(yL−y0)
2 and the slope of a linear fit to the data [(yL−y0)

2, E∗
p ]. Numerical problems

are also found for m,Sd, Sr, in the vicinity of ym, i.e. for very small reed openings: in this
region the reed tip velocity tends to zero, and no direct computation of these parameter
functions can be obtained. Instead, m,Sd, Sr are all assumed to go to zero when yL = ym.
This is a plausible assumption, since no part of the reed is free to move for yL = ym.
Figure 3.14 shows the resulting parameter functions.

Once the lumped parameters of the non-linear oscillator (3.44) have been found, this
system has to be discretized. However, the discretization scheme proposed in Sec. 3.2
is not directly applicable in this context. The reason is that the K method in Sec. 3.2
is based on the assumption that the mechanical system has a linear part, while this is
not the case for the system (3.44). The use of the K method for the accurate numerical
simulation of the non-linear lumped oscillator is therefore an issue that needs further
investigations.
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Figure 3.14: Parameter functions of the lumped non-linear oscillator.

An alternative discretization scheme, which does not make use of the K method, was
proposed by van Walstijn [145, 147]. In his implementation, the non-linear oscillator is
restated in the reduced form

ÿL(t) + g(yL) · ẏL(t) + ω0(yL)2 · [yL(t)− y0] =
1

µ(yL)
·∆p(t), (3.52)

where g(yL) = r(yL)/m(yL), ω0(yL) =
√

k(yL)/m(yL) and µ(yL) = m(yL)/Sd(yL). The

functions ω0(yL) and µ(yL) are derived directly from the lumped parameters, and are
stored as look-up tables (see Fig. 3.15). As already remarked, the function g(yL) is
assumed to be constant (g = 3000 [rad/s]). For stability reasons, in the numerical
implementation g(yL) is constant up to a certain displacement, and is set to increase
according to a cosh(yL) function for large displacements.

The derivatives ẏL and ÿL in Eq. (3.52) are approximated using the mixed backward-
centered scheme described in Sec. 2.3.1. As already remarked in Sec. 3.2.1, the resulting
difference equation is explicit, i.e. the current value y(n) depends only on past values
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Figure 3.15: Dependence of ω0 and µ on the tip displacement.

of the driving pressure ∆p. Therefore, no delay-free paths are created in the difference
equations when the non-linear reed is connected to a resonator. However, at each time
step n nine iterations are typically required for computing iteratively the flow u(n) with
the Newton-Raphson method.

Summary

After reviewing the literature of lumped modeling for single reed systems, a simulation
scheme has been proposed in Sec. 3.2. Through the analysis of the discrete frequency re-
sponses, it has been studied how theoretical properties of the numerical methods, such as
stability, accuracy and frequency warping, affect the reed behavior in the digital domain.
It has been shown that 1-step methods can approximate the system with good accuracy
while keeping the computational costs low. Time-domain simulations have shown that
the analysis of the reed frequency responses do not provide enough information on the
properties of the whole system due to non-linear coupling in the equations. The discrete-
time models have significantly different behaviors even when the frequency responses of
the digital reeds are almost indistinguishable, and moreover the 2-step methods introduce
artifacts in the digital domain. These two results show that the 1-step Weighted Sample
method can be used as an efficient tool for sound synthesis purposes, in combination with
the K method. Moreover, low sampling rates can be used without introducing instability
or serious artifacts. This is important in applications such as Structured Audio coding
(see Sec. 1.5), where instrument models are encoded and transmitted without precise
knowledge of the computational power of the decoder. Sound examples obtained from
numerical simulations show that the reed physical parameters allow effective and realistic
control over the digital instrument.

Section 3.3 has proposed a distributed numerical model of the reed-lay-lip system.
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It has been shown that the reed-lay, reed-lip interactions can be treated in a phys-
ically consistent manner by introducing appropriate conditional contact forces. The
finite-difference scheme presented in Sec. 3.3.2 yields stable numerical simulations of
the fourth-order reed equation and is suitable for the accurate simulation of the con-
tinuous system. The accuracy of the numerical system has been quantitatively assessed
through convergence analysis. The effects of reed curling have been investigated using
numerical simulations: it has been observed that the reed does not bend in a smooth
way, and that the separation point undergoes a discontinuity during reed bending.

In Sec. 3.4, the distributed model has been employed as a numerical experimental
set-up. In particular, it has been used to develop a non-linear lumped approximation
in which the lumped parameters vary with reed tip displacement. The resulting lumped
model is able to account for the effects of reed bending against the lay and of the player’s
lip. Due to its using a simple structure, it can be efficiently implemented in the discrete-
time domain, with only a slight increase in the computational costs with respect to the
model of Sec. 3.2.





Chapter 4

Source models for articulatory
speech synthesis

Early research in analysis, synthesis and coding of voice has traditionally focused on
the vocal tract filter, paying less attention to the source signal. Especially in the last
decade, however, more emphasis has been given to the characteristics of the glottal source
waveform: the development of a good model for the glottal excitation has been recognized
to be a key feature for obtaining high quality speech synthesis, and for characterizing voice
quality (e.g. modal voice, vocal fry, breathy voice [6, 32]).

Parametric models fit the glottal signal with piecewise analytical functions, and typ-
ically use a small number of parameters. As an example, the Liljencrants-Fant model
[44] characterizes one cycle of the flow derivative using as few as four parameters. The
Liljencrats-Fant model has been successfully used for fitting flow derivatives computed
by inverse filtering real utterances [32, 101, 132].

Physical models describe the glottal system in terms of physiological quantities. The
Ishizaka-Flanagan (IF) model [73] is a known example of lumped model of the vocal folds.
Physical models capture the basic non-linear mechanisms that initiate self-sustained os-
cillations in the glottal system, and can simulate features (e.g. interaction with the vocal
tract) that are not taken into account by parametric models. However they typically
involve a large number of control parameters. As a consequence, the models are not
easily controlled, since the model parameters do not map in an intuitive way into per-
ceptual dimensions. Moreover, physical models are less suitable than parametric models
for identification purposes.

Section 4.1 reviews the IF model in detail, and discusses the main qualities and
drawbacks of lumped models of the glottis. Sections 4.2 and 4.3 describe two different
approaches for simplifying the IF model. Both the proposed models rely on a common
assumption, i.e. the vocal fold is treated as a single mass. However, the two models differ
in the treatment of the non-linear block that accounts for the interaction between vocal
folds and glottal airflow.

The physically-informed model presented in Sec. 4.2 describes the non-linear block

This chapter is partially based on [11, 41, 42].
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using a black-box approach: no physical information is used to describe the interaction,
instead it is modeled as a regressor-based mapping that relates the fold displacement to
the glottal flow. This approach permits to use the model for identification purposes, i.e.
the model parameters can be estimated in order to fit a given target glottal waveform.
At the same time, the physical structure of the model can be exploited for controlling its
behavior during resynthesis.

The one-delayed-mass model presented in Sec. 4.3 describes the non-linear block
using a white-box (physical) approach. The pressure distribution along the glottis is
modeled starting from the IF equations. The equations are then simplified by exploiting
additional constraints in the vocal fold motion. As a result, the effects due to phase
differences between the upper and lower margins of the folds are incorporated in the
non-linear equations. Numerical simulations show the behavior of the one-delayed-mass
model resembles that of the IF model, while using about half of the parameters and half
of the parameters.

Table 3.1 summarizes the main variables and parameters that are used throughout
the chapter.

4.1 Glottal models

Section 4.1.1 describes the Ishizaka-Flanagan model, where each vocal fold is treated
using two lumped masses connected by springs and damping elements. Section 4.1.2
discusses the properties of the IF model and the use of lumped models for the synthesis
of glottal signals.

4.1.1 The Ishizaka-Flanagan model

The human vocal folds consist of two opposing ligaments, that form a constriction at
the beginning of the trachea. The orifice formed by the two folds is called the glottis. In
the production of voiced sounds, the fundamental frequency and the quality of the sounds
is to a large extent controlled by the quasi-periodic oscillations of the vocal folds. When
sufficient subglottal pressure ps is provided by the lungs, the folds start to vibrate and
act as a pressure controlled valve, that tends to open for positive glottal pressures and to
close for negative pressures (according to the notation introduced by Fletcher [48], this
behavior corresponds to that of a (+, +) valve). In normal phonation the folds typically
collide with each other, and therefore the glottis is completely closed for a certain part
of the oscillation. As a consequence, the quasi-periodic waveform describing the glottal
airflow is made of a series of positive “puffs” produced when the glottis is open, and is
zero when the glottis is closed.

The Ishizaka-Flanagan (IF) model describes each vocal fold using a two-mass approx-
imation. Moreover, it assumes that the folds are bilaterally symmetric, so that only one
of the needs to be modeled. As a consequence, the whole model is constructed using two
masses, as depicted in Fig. 4.1. The masses are permitted only lateral motion (as in the
coordinates x1 and x2 given in Fig. 4.1(b)). Along this lateral direction, the masses are
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quantity symbol unit

Air shear viscosity ν = 1.85 · 10−5 [N· s/m2]
Vocal tract input area S = 5 · 10−4 [m2]

Press. at tract entrance p(t) [Pa]
Press. waves p±(t) [Pa]
Glottal flow u(t) [m3/s]

Vocal fold length lg [m]
IF model

Vocal fold masses mk, k = 1, 2 [Kg]
Stiffness on mk kk(xk) [N/m]

Viscous resist. of mk rk = 0.1
√

mkkk [N· s/m]
Thickness of mk dk [m]

Displacement of mk xk(t) [m]
Rest position of mk x0k [m]

Glottal area under mk Ak(t) = 2xk(t)lg [m2]
Area under mk at rest A0k = 2x0klg [m2]

1-mass models
Vocal fold mass m [Kg]

Fold stiffness k [N/m]

Fold viscous resist. r = 0.1
√

m k [N· s/m]
Fold thickness d [m]

Fold displacement x(t) [m]
Fold rest position x0 [m]

Glottal area A(t) = 2x(t)lg [m2]
Glottal area at rest A0 = 2x0lg [m2]

Table 4.1: Symbols used throughout the chapter.

assumed to behave as simple second-order mechanical oscillators, i.e. they are subject to
elastic and dissipative forces. For the accurate simulation of the elastic properties of the
fold, the springs are non-linear and k1(x1) and k2(x2) are modeled as quadratic functions
of the corresponding displacements. In addition, the two masses are coupled through a
third spring k12.

Collisions between the folds are modeled by adding to the equations an additional
restoring contact force, which is represented by an equivalent non-linear spring. In other
words, when one of the masses mk collides (i.e., when the condition xk < 0 holds), its
stiffness kk(xk) increases. Summarizing, the equations for the mechanical system are
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Figure 4.1: Schematic representation of the Ishizaka-Flanagan model: (a) coronal view
and (b) superior view.

given by





m1ẍ1(t) + r1ẋ1(t) + k1(x1)[x1(t)− x01] + k12[x1(t)− x2(t)] = lgd1pm1(t),

m2ẍ2(t) + r2ẋ2(t) + k2(x2)[x2(t)− x02]− k12[x1(t)− x2(t)] = lgd2pm2(t),
(4.1)

where lgd1 and lgd2 are the driving surfaces of the masses, on which the pressures pm1 and
pm2 act. The authors claim that using two masses can account for most of the relevant
glottal detail, including the modeling of phase differences in the motion of the lower and
upper edges of the folds.

The interaction of the mechanical model with the glottal pressure distribution is
derived under the assumption of quasi-steady glottal flow. Ishizaka and Flanagan ap-
proximate the pressure distribution inside the glottis as successive discrete steps pij at
each end j of each mass i (see Fig. 4.1(a)).

The first pressure drop ps − p11 is derived from the Bernoulli law for an ideal fluid in
the static regime. According to the authors, the vena contracta produced by the abrupt
contraction in the cross-sectional area makes the glottal area A1 under the mass m1

appears smaller than it is. As a consequence, the drop is greater than in the ideal case.
Along the masses, the pressure drops p11 − p12 and p21 − p22 are governed by viscous
losses and are proportional to the air shear viscosity ν. At the junction between the
areas A1 and A2, the change in pressure p12 − p21 equals the change in kinetic energy
per unit volume of the fluid. Finally, the abrupt expansion at the upper edge of the
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glottis causes the pressure to recover toward the atmospheric value. An estimate for
the pressure recovery is found by Ishizaka and Flanagan by imposing continuity of the
flow. Summarizing, the pressure distribution along the glottis is given by the following
equations: 




ps − p11(t) = 0.69ρair
u(t)2

A1(t)2
,

p11(t)− p12(t) = 12νd1

l2gu(t)

A1(t)3
,

p12(t)− p21(t) =
1

2
ρairu(t)2

(
1

A2(t)2
− 1

A1(t)2

)
,

p21(t)− p22(t) = 12νd2

l2gu(t)

A2(t)3
,

p22(t)− p(t) =
1

2
ρair

u(t)2

A2(t)2

[
2
A2(t)

S

(
1− A2(t)

S

)]
.

(4.2)

The authors also discuss the inclusion of air inertance in the equations, when time-varying
conditions are considered.

Given the pressure distribution of Eq. (4.2), the driving pressures pm1 and pm2 acting
on the two masses have to be derived. In the IF model, these are simply assumed to be
the mean pressures along each mass:

pm1(t) =
1

2
[p11(t) + p12(t)] = ps − 0.69ρair

u(t)2

A1(t)2
− 6νd1

l2gu(t)

A1(t)3
,

pm2(t) =
1

2
[p21(t) + p22(t)] = p(t) +

1

2
ρair

u(t)2

A2(t)2

[
2
A2(t)

S

(
1− A2(t)

S

)]
+

+6νd2

l2gu(t)

A2(t)3
.

(4.3)

In conclusion, the IF model is completely described by Eqs. (4.1) and (4.3). Note that it
is structurally very similar to the single reed model described in Sec. 3.1. The two main
differences between the systems are that (1) the reed model uses only one mass while the
IF model uses two, and (2) the single reed closes for positive pressures while the glottis
opens.

4.1.2 Properties of lumped glottal models

The model described in the last section was implemented numerically by Ishizaka and
Flanagan using the backward Euler method, and coupled to a vocal tract model. From
the numerical simulations (run with sampling rates ranging from 10 to 30 [kHz]) the
authors studied the dependence of the model behavior on the physical parameters and
observed that realistic glottal signals can be obtained. The model can take into account
subtle features that are not reproduced by a parametric model. In particular, acoustic
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(b)

(a)

Figure 4.2: First two excited modes in a distributed model of the vocal folds.

interaction with the vocal tract is considered, thus allowing to develop a full articulatory
model [129, 140]. This interaction gives rise to several “natural” effects: occurrence of
oscillatory ripples on the glottal flow waveform, as well as a slight influence of the load
characteristics on the pitch and the open quotient (i.e., the ratio between the open and
closed phases in the glottal waveform).

Many refinements have been proposed to the IF model, in which the vocal folds are
treated using a larger number of masses, or the description of the airflow though the
glottis is modified. An example is the three-mass model by Story and Titze [131], where
one large mass is used for describing the internal parts of the fold (the body), while
two smaller masses account for the motion of the external part (the cover). On the
other hand, simpler one-mass models are used by many authors in articulatory speech
synthesizers (see e.g. [91]), or even in modeling non-human phonatory systems [47, 75].
One advantage of one-mass models lies in their reduced computational loads and better
controllability. However, these models are not able to account for phase differences in the
vocal fold motion.

Berry and Titze [21] studied the glottal system using a different modeling approach.
In their study the vocal folds are modeled as a distributed, three-dimensional system,
and is discretized using Finite Element methods. Using this numerical model the authors
studied the normal modes of oscillation of the system. Assuming that the fold tissue is
nearly incompressible, the first two excited modes in the model were found to be the ones
depicted in Fig. 4.2.

Interestingly, the two masses in the IF model also have two eigenmodes which are
conceptually equivalent to those of the distributed model. The IF mode where the two
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masses move π-out of phase corresponds approximately to the one in Fig. 4.2(a), while
the mode with the two masses in phase corresponds to that of Fig. 4.2(b). Berry and
Titze suggest that the success of the IF model in describing the glottal behavior might
be attributed to its ability to capture these two eigenmodes, and therefore facilitate
self-oscillation.

A serious objection to all the models mentioned above has been raised by Villain et al.
[150]. These authors remark that elementary mechanical constraints on the physiological
problem are completely neglected in these models. As an example, in both the lumped
and the distributed approach it is assumed that the elastic structure is fixed to a rigid
wall, which is clearly a very crude approximation since in reality a significant radiation
of surface waves from the throat can be noticed when voiced sounds are produced. The
effect of this radiation may be significant in terms of energy loss in the system. Villain
et al. used an experimental setup where the folds are modeled by thin latex tubes
filled with water. Two mechanical boundary conditions were considered: one where
the volume of the “water” fold is kept at a constant value and a second one where
the internal water pressure remains constant independently on the blowing pressure.
The experiments showed that the behavior of the latex valve is strongly affected by the
mechanical constraints.

Another objection that can be raised to lumped models has to do with the glottal
closure. As an example, in the IF model the glottal areas A1 and A2 are assumed to be
rectangular. As a consequence, closure of the glottis occurs in an abrupt manner and the
flow signals obtained from the model exhibit a sharp corner at the beginning of the closed
phase. Equivalently, the airflow derivative exhibits a narrow negative peak at closure.
This phenomenon affects the spectral tilt of the glottal source, introducing additional
energy at high frequencies. In natural flow signals, a smoother glottal closure is usually
observed. For example, stroboscopic measurements often show zipper-like movements of
the glottal area during the closing phase. The IF model clearly does not take into account
these phenomena.

Finally, when used in speech synthesis applications the IF model suffers from an over-
parametrization: as many as 19 parameters have to be estimated in order to account for
non-linear corrections in the elastic forces, for collisions between the two folds, and other
features. This results in problems in tuning the parameters. Proposed refinements to IF
(such as the three-mass model by Story and Titze [131]) involve an even larger number
of parameters and are hardly controllable and more computationally expensive.

4.2 Non-linear block: identification

The model presented in this section relies on a hybrid approach. Its structure is
similar to that of IF, but not all of the functional blocks are modeled following through
a physical description.

The vocal fold is treated as a lumped mass subject to an elastic restoring force and
to dissipation. The mass is driven by the pressure pg at glottis. Therefore, in this
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Figure 4.3: One-mass vocal fold; (a) schematic representation and (b) block diagram of
the model. Z0 = ρairc/S is the wave impedance of the vocal tract. Hr, F, R are the vocal
fold oscillator, the non-linear black box, and the vocal tract reflectance, respectively. Other
symbols are listed in Table 4.1.

approximation the displacement x of the mass is governed by the second-order linear
oscillator equation:

mẍ(t) + rẋ(t) + k(x(t)− x0) = lgd pg(t), (4.4)

where lgd is the driving surface on which the pressure pg acts.

A non-linear block accounts for interaction with glottal pressure. Unlike IF, however,
no physical information is retained in the non-linear block. This is treated as a black
box and described by a regressor-based mapping. As such, the model can be said to be
physically-informed rather than really physical. This permits to exploit advantages of
both the parametric and the physical approach. Namely, given a glottal flow signal the
weights for the regressors can be estimated using non-linear identification techniques, in
order to fit the waveform.

4.2.1 The identification procedure

In the following, the model is described in the discrete-time domain. A schematic
representation and a block diagram are depicted in Fig. 4.3. Analogously to the IF
model, it is assumed that the valve is perfectly symmetrical, so that only one fold needs
to be modeled.

In the discrete-time domain, each vocal fold is described during the open and closed
phases as a linear second-order oscillator, whose transfer function is denoted by Hr and
given by

Hr(z) =
β0

(1 + α1z−1 + α2z−2)
. (4.5)

The filter Hr(z) is the digital equivalent of the continuous-time system (4.4). It is com-
pletely defined by its gain factor β0, its center frequency ω0, and its quality factor q0.
Given the parameters (ω0, q0), the poles pd = re±jφ of the filter Hr are defined in the
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following way [92]:

r = 1− ω0

2q0

, cos(φ) = 2r
cos(ω0)

1 + r2
.

The coefficients a2, a3 in the denominator of Hr are then found as a2 = −2r cos(φ) and
a3 = r2.

The fold displacement x is related to the glottal pressure pg through the equation
X(z) = Hr(z)Pg(z). Collisions between the two folds are treated using an approach
analogous to that adopted in the IF model: during collisions, an elastic restoring contact
force is added to the mass. Equivalently, during collisions the resonance ω0 of Hr is
increased.

The glottal flow is assumed to depend non-linearly on the glottal area, or equivalently
on the fold displacement. A shown in Sec. 4.1, physical models such as IF describe
this dependence analytically using very crude simplifications (e.g. quasi-steadiness of
the flow). A different viewpoint is taken here: no attempt is made to model the glottal
flow behavior in a physical way, and instead the dependence of the glottal flow on the
displacement is modeled using a black-box approach. In this approach, a non-linear
regressor-based mapping F relates flow to fold displacement. The inputs to the non-
linear block are x(n) and x(n− 1):

Z0u(n) =





F (n) =
∑M

i=0 wiψi(n), if x(n) > 0,

0, if x(n) ≤ 0,
(4.6)

where Z0 = ρairc/S is the wave impedance of the vocal tract, while the regressors are
denoted as ψi(n) = ψi (x(n), x(n− 1)).

Several strategies are possible for the choice of the regressor set {ψi}. Local models,
such as gaussian functions or any other radial basis function, are often used. Radial
Basis Function Networks (RBFN) [31] are often used in the field of time series analysis
and modeling. Alternatively, a polynomial expansion of the input can be used. This
choice leads to a class of so-called NARMAX models [30], known in the fields of system
identification and control. Finally, the regressors can be derived on the basis of physical
considerations.

In the following, a third order polynomial expansion in x(n), x(n − 1) is used. One
reason for using x(n − 1) is that the vocal fold velocity ẋ is assumed to contribute to
the total flow. This assumption is made in analogy to the single reed model described
in chapter 3 (see in particular Eq. (3.5)). Taking into account ẋ corresponds, in the
discrete-time domain, to taking into account at least one past value of x. This qualitative
discussion justifies the inclusion of the term x(n−1) as an input variable to the regressor
set {ψ}i.

Interaction with the vocal tract is drastically simplified by neglecting pressure recovery
at the vocal tract entrance. In other words, it is assumed that the pressure p at the vocal
tract entrance equals the glottal pressure pg. Again, the vocal tract model can only
be said to be physically-informed, and not physical, since the assumption pg = p has
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no counterpart in the physical reality. Under this assumption, the glottal pressure pg

is related to the glottal flow through the input impedance Zin(z) of the vocal tract.
Equivalently, wave variables p± = (pg ± Z0u)/2 can be used: then p± are related to each
other through the vocal tract reflectance R(z):

pg(n) = zin(n) ∗ u(n), ⇔ p−(n) = r(n) ∗ p+(n). (4.7)

A final remark about Fig. 4.3 concerns the insertion of a fictitious delay element z−1:
this is needed in order to compute the delay-free feedback path in the numerical model.
The K method has been used elsewhere in this thesis for dealing in a more accurate way
with such computability problems. However, in this case the insertion of z−1 does not
deteriorate or anyhow affect the properties of the numerical system. The reasons for this
are explained at the end of this section.

The following problem is now addressed: given a target glottal flow waveform Z0ū (be
it a synthetic signal or an inverse-filtered one), the physically-informed model has to be
identified so that the output Z0u from the non-linear block fits the target as closely as
possible. Many works are available in the literature [32, 101, 132] where this problem has
been studied using parametric models of the glottal source (e.g. the Liljencrants-Fant
model). In the case under consideration here, a physical model of the source has to be
identified rather than a parametric model of the signal, which makes the problem not
trivial.

The identification procedure described in the following holds for both synthetic and
real flow waveforms. In both cases a single period is chosen and a periodicized signal
is constructed and used as target. The example utterance analyzed in this section is
a sustained /a/ vowel produced in normal phonation by a male speaker. The inverse-
filtered flow signals has been computed using an automatic method developed by Alku
and described in [5]. This method estimates the glottal flow directly from the acoustic
speech pressure waveform using a two-stage structure, where LP analysis is used as a
computational tool.

The system is identified in three main steps.

Step 1 From the target Z0ū, the corresponding glottal pressure signal p̄g is computed
using Eq. (4.7). In order to do that, the reflectance R(z) of the vocal tract has to be
known. In the following R is arbitrarily chosen to be that of a uniform vocal tract,
and is implemented using waveguide modeling. Therefore, R(z) = z−2mLRload(z),
where mL defines the length (in samples) of the tract and Rload accounts for the
reflection at mouth and has a low-pass characteristics. Note that the above defined
R(z) is formally identical to the one used for the idealized clarinet bore in Sec. 3.2
(see in particular Eq. (3.14)).

Step 2 The linear block Hr(z) is driven using the synthesized target pressure p̄g, and
the output x̄ is computed. At this stage, resonances for Hr in the open phase and
the closed phase are chosen interactively, in such a way that the open and closed
phase for the target fold displacement x̄ match those of the target flow ū (in other
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Figure 4.4: The identification procedure; (a) target Z0ū (solid gray, computed from real
speech by inverse filtering), synthesized pressure p̄g (dashed) after Step 1, output x̄ from
linear block (dotted) after Step 2, output Z0u from non-linear block (solid black), after
Step 3; (b) derivative of the target flow dū/dt (solid gray) and derivative of output from
the non-linear block du/dt (solid black).

words, x̄ = 0 ⇔ ū = 0, see the example in Fig. 4.4). The value q0 = 10 is chosen
for the quality factor. This value is deduced from the parameters used by Ishizaka
and Flanagan in [73].

Step 3 A complete input-output description of the non-linear block is available at this
point, where the inputs are x̄(n), x̄(n−1) and the output is the target ū(n). There-
fore, during the open phase the weights w = [w0 . . . wM ] for the regressor set {ψ}i

can be identified using the non-linear identification technique described in the fol-
lowing.

The assumption made in Step 1 is questionable, since fro real utterances the vocal tract
cross-section is obviously not uniform. However, in the physically-informed approach
adopted here a pressure signal that provides plausible rather than realistic excitation to
the vocal fold is needed. Figure 4.4(a) summarizes the three steps of the identification
procedure. Figure 4.4(b) shows the time-derivatives of the target flow ū and the identified
flow u.

The identification of the weights w in Step 3 is carried out as follows. A training
window with starting time l and length N is chosen. Inside the window, two training sets
T u and T ψ are defined as

T u = [ū(l + 1), ū(l + 2), . . . , ū(l + N)] ,

T ψ =




ψ0(l + 1) · · · ψ0(l + N)
...

. . .
...

ψM(l + 1) · · · ψM(l + N)


 .

(4.8)

Using these definitions and Eq. (4.6), it is seen that the weights w must solve the system
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w · T ψ = T u. The least-squares solution of such a system is known [83] to be

w = T u · T +
ψ , (4.9)

where the symbol + has the meaning of pseudo-inversion.
It is now clear that the insertion of z−1 does not deteriorate the accuracy of the model:

given the structure in Fig. 4.3 and a flow signal, the identification of the non-linear block
automatically takes into account the z−1 element.

4.2.2 Results and applications

The identification procedure described in the last section has been tested using both
real and synthetic signals. The performance is generally good and comparable to that
obtained using signal-based models [32, 101, 132]. In particular, from the example in
Fig. 4.4(b) one can see that in the closing phase both the width and the amplitude of
the negative pulse in the flow derivative are well approximated. This portion is the most
important to be fitted accurately, since it defines most of the spectral (and perceptual)
features of the glottal source signal.

Moreover, large bandwidths and the consequent noise in the flow derivative waveform
are seen not to affect the identification procedure. For the signal used in Fig. 4.4, the
bandwidth is 11.025 [kHz], and considerable noise can be noticed in the flow derivative
signal. However, the proposed identification procedure uses the glottal flow –rather than
its derivative– as the target signal, while signal-based models (such as Liljencrants-Fant)
typically try to fit the derivative of the glottal flow. It has been verified that large
bandwidths can deteriorate the performance of identification techniques based on the
Liljencrants-Fant model [101].

However, problems are encountered when strong ripples (due to interaction with tract
formants) appear on the opening phase of the target signal: these can deteriorate the
accuracy of identification drastically. This problem can be solved by focusing the accuracy
of the identification on the portions of the signal (such as the closing phase) that are
known to be the most important, and to loosen the accuracy requirements for those
features (such as the ripples in the opening phase) that are known to be perceptually
less relevant. One possible strategy for achieving this goal is to pre-process the target
signal by applying time-warping, such that the relevant portions are magnified while the
rest of the signal is time-compressed. However, at present no attempt has been made to
implement this strategy.

The target signal to be identified is obtained through periodicization of one cycle
of the flow waveform. Therefore one open problem is concerned with identification of
non-periodic signals. A straightforward strategy is to identify the system parameters
once for each period of analyzed data (as already done by Childers and Ahn [32] with
the Liljencrants-Fant model). Alternatively, a single set w of weights may be used while
adjusting only the filter parameters ω0 and q0 in order to account for changes in pitch and
amplitude. However, one further problem is that the identification procedure is far from
being automatic: while the weights {wi} are estimated automatically from Eq. (4.9),
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Figure 4.5: Resynthesis and pitch shift; (a) target flow ū (solid gray) and synthesized
flow u (solid black); (b) target flow derivative dū/dt (solid gray) and synthesized flow
derivative du/dt (solid black).

the linear filter Hr is adjusted interactively. A technique for automatic estimation of the
filter parameters has to be found in order to extend the identification procedure to the
non-periodic case. The remaining of this section addresses the use of the proposed model
for speech synthesis purposes and for voice quality assessment.

The physically-informed model can be used after identification for resynthesizing the
target glottal flow signals. When studying the system behavior in autonomous evolution,
it is seen that it reaches steady state self-sustained oscillations after a short transient. The
steady state waveform coincides with the one obtained from identification. If the values of
some of the model parameters are then adjusted, the system exhibits robustness to such
changes. Figure 4.5 shows an example where ω0 is increased after the system has reached
the steady state: as a consequence the pitch of the signal increases correspondingly, while
the flow shape is preserved. An increase in amplitude during pitch transition can also be
noticed from Fig. 4.5. After the transition, the maximum amplitude turns back to its
original value.

This example shows that the physically-informed parameters of the model can be
used to perform transformations on the resynthesized signal (as an example, pitch shift or
vibrato effects are obtained by adjusting ω0). A major limitation is that the identification
procedure is not able to guarantee a priori that the identified system is stable during
resynthesis. Different approaches can be used in order to guarantee stability, such as
the harmonic balance technique [64] or the imposition of additional constraints on the
gradient ∇F [40].

A second potential application of the model is in the analysis and assessment of voice
quality, including the detection and classification of voice pathologies. Voice quality as-
sessment is traditionally based on subjective perceptual rating, which is still in current
studies considered the only reasonable way to classify certain types of voice disorders.
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The objective assessment of voice however, is still an open problem that calls for reli-
able analysis tools and algorithms. Many researchers [33, 60] use a set of parameters
derived from analysis of the acoustic signal (i.e., the radiated pressure): examples of such
parameters are time-domain measures such as jitter (pitch variation in successive oscil-
lation periods) and shimmer (magnitude variation in successive oscillation periods), or
frequency-domain parameters such as the spectral slope and the spectral flatness of the
inverse-filtered signal. The main advantage of these techniques lies in their non-invasive
nature.

However, all of the above mentioned parameters depend exclusively on the signal
features, and no assumptions are made on the physiology of the source. As a consequence,
signal-based analysis retains a mixed information in which the contributions of the vocal
tract and the glottis are undistinguishable. Using a physically-informed model permits
to localize the observation at the non-linear excitation mechanism, limiting the influence
of other elements. The values of the identified weights w provide information on the
glottal flow waveform, while analysis of their variations in time can be used to study the
stability of the waveform. Early results on voice quality assessment using the proposed
physically-informed model have been presented in [42].

4.3 Non-linear block: modified interaction

In Sec. 4.2, the IF model has been simplified by treating the vocal fold as a single
mass, and by describing the interaction with the glottal flow using a black-box approach.
The model presented in this section follows a different strategy. The vocal fold is still
treated a single mass, but the interaction with the airflow is modeled through a physical
description. The effect of the second mass of the IF model is taken into account by
introducing a delay t0 in the mass position. The glottal airflow is assumed to depend
on this “delayed mass”, and the non-linear aerodynamics equations are consequently
modified.

Results from the simulations presented in Sec. 4.3.2 show that the model behaves
qualitatively as IF, while using only one degree of freedom (one mass) instead of two. As
a consequence, less than half of the IF parameters are needed. Among them, the delay
t0 gives control on the airflow skewness, which is known to be a perceptually relevant
feature [32]. Having a small set of meaningful control parameters, the proposed physical
model can be “competitive” with parametric ones, such as Liljencrants-Fant.

4.3.1 A one-delayed-mass-model

As shown in Sec. 4.1.1, Ishizaka and Flanagan describe the pressure drops pij along
the vocal folds according to Eq. (4.2). Therefore the positions x1 and x2 of both masses
are needed in order to compute the pressure drops and the resulting airflow. The “one-
delayed-mass model” presented here avoids the use of a second mass by exploiting addi-
tional information on the system.
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Figure 4.6: Scheme of the one-delayed-mass model (lower half) as opposed to the IF model
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• The IF model has two eigenmodes: the one with two masses in phase and the one
with two masses π-out of phase. As already remarked in Sec. 4.1.2, these modes
correspond roughly to the first two excited modes observed by Berry and Titze [21]
using a distributed model of the vocal folds (see Fig. 4.3). Berry and Titze found
that the two eigenfrequencies are very closely spaced. As a consequence, 1 : 1 mode
locking occurs during self-oscillation.

• In a recent paper, de Vries et al. [36] used a similar distributed model for estimating
“correct” values for the IF parameters. Such values are found by requiring the
behavior of the IF model to resemble as closely as possible that of the distributed
model. Their results differ significantly with the values originally stated by Ishizaka
and Flanagan. In particular the parameter values for the two masses are found in
[36] to be much more symmetrical: the ratio between m1 and m2 is close to one
(while it is close to five in the IF parameters), and the same holds for the spring
constants, damping factors and geometrical parameters (d1 and d2 in Fig. 4.1 are
found to be the same).

Using this additional information, the IF model can be consistently simplified using the
following assumptions.

a1. The masses m1,2 are taken to be equal, together with their thickness d1,2 and their
spring constants and damping factors.

a2. The two masses are taken to move with constant phase difference, because of mode
locking; this means that the area A2(t) under the second mass follows the first on
A1(t) with a constant phase difference.
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The assumption a2 can be restated as:

A2(t) = A1(t− t0), (4.10)

where t0 represents the delay (in seconds) between the motion of the upper and lower
edges of the fold. As a consequence, the pressure distribution pij in Eqs. (4.2) can be
written as





ps − p11(t) = 0.69ρair
u(t)2

A(t)2
,

p11(t)− p12(t) = 12νd1

l2gu(t)

A(t)3
,

p12(t)− p21(t) =
1

2
ρairu(t)2

(
1

A(t− t0)2
− 1

A(t)2

)
,

p21(t)− p22(t) = 12νd2

l2gu(t)

A(t− t0)3
,

p22(t)− p(t) =
1

2
ρair

u(t)2

A(t− t0)2

[
2
A(t− t0)

S

(
1− A(t− t0)

S

)]
,

(4.11)

where A(t) ≡ A1(t). In Eqs. (4.11), the pressure drops are non-linear functions of the
area A and the same area delayed by t0. This suggests that only one degree of freedom
is needed in the model.

Therefore, in the following the fold is described using a single mass and is treated as
a linear second-order oscillator. Similarly to IF, the driving pressure acting on the fold
is chosen to be the mean pressure pm at the glottis: pm = 1/4

∑2
i,j=1 pij.

mẍ(t) + rẋ(t) + k(x(t)− x0) = lgdpm(t), (4.12)

where lgd is the driving surface on which the pressure drop acts. From the assumption
a1, the mass m is given by m = 2m1. Explicit expressions for the driving pressure pm

and the pressure at vocal tract entrance p are derived from Eq. (4.11), and depend only
on the variables (A(t), A(t− t0), u(t)):





pm(t) = pm(A(t), A(t− t0), u(t)),

p(t) = p(A(t), A(t− t0), u(t)).
(4.13)

In this way, the effects due to phase differences between the upper and lower margins of
the folds are incorporated in the non-linear equations (4.13), and are controlled by the
delay t0. One last equation relates the glottal flow to the pressure p at the vocal tract
entrance:

u(t) = zin(t) ∗ p(t), (4.14)

where the load impedance zin is the input impedance of the vocal tract.
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Equations (4.12),(4.13),(4.14) describe the one-delayed-mass model. From Eq. (4.12),
it is seen to be a one-mass model, but the dependence on the delayed area A1(t − t0)
in Eq. (4.13) results in a modified non-linear block. A graphic representation of the
model, as opposed to IF, is depicted in Fig. 4.6. As shown in the following section, by
introducing the parameter t0 it is possible to preserve the main features of a two-mass
model while using a single degree of freedom.

4.3.2 Numerical simulations

The linear differential Eq. (4.12) is discretized using the bilinear transform, i.e. each
occurrence of s in the Laplace-transformed Eq. (4.12) is substituted with the mapping
(see Sec. 2.3.1)

s = 2Fs
1− z−1

1 + z−1
. (4.15)

It is easily seen that the resulting numerical system resembles the general structure de-
scribed in Sec. 2.3.2 and depicted in Fig. 2.11. Therefore, a delay-free path is generated
between the linear and the non-linear blocks of the system:





w(n) = w̃(n) + C̄p(n),

x(n) = x̃(n) + Kp(n),

p(n) = f (x̃(n) + Kp(n)) ,

(4.16)

where the variables are given by

w(n) =

[
x(n)
ẋ(n)

]
, u(n) =




x0

ps

p−(n)


 , x(n) =




u(n)
x(n)

x(n− n0)


 , p(n) =

[
pm(n)
p(n)

]
,

and where the numerical delay n0 is defined as n0 = t0Fs. The vectors w̃(n) and x̃(n)
have no instantaneous dependence on the pressures p(n), and are therefore computable
at each step. The non-linear mapping f : R2 → R2 is simply Eq. (4.13) restated in vector
notation.

The K method is used in order to compute the delay-free path. The mapping f is
sheared and the non-linear equation in system (4.16) is turned into a new-one:

p(n) = f (x̃(n) + Kp(n))
K method7−→ p(n) = h (x̃(n)) . (4.17)

The new mapping h(x̃) is computed iteratively at sample rate, according to the discussion
at the end of Sec. 2.3.2. The numerical implementation described above is used to study
the properties of the one-delayed-mass model.

The dependence on A1(t − t0) in Eq. (4.13) results in an additional delay loop in
the system. This is a potential source of instability [7]. Due to the non-linear nature of
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Figure 4.7: Attack transients in the one-delayed-mass model; (a) t0 = 1 · 10−4 [s], the
numerical system at Fs = 22.05 [kHz] is unstable; (b) t0 = 2 · 10−4 [s], the numerical
system at Fs = 22.05 [kHz] is stable.

the system, analytical conditions for stability are not easily found. Therefore, stability
properties of the system have to be investigated experimentally. This can be done in two
steps: first, simulations are run at a very high sampling rates (Fs = 200 [kHz]), and these
simulations are taken as a reference for the behavior of the continuous-time system. In
a second step, simulations are run at standard sampling rates (Fs = 11.025, 22.05 [kHz])
and compared with the reference.

The results for the case Fs = 22.05 [kHz] are plotted in Fig. 4.7: these show that
the numerical delay n0 = t0Fs affects the system’s stability. With very small delays
(t0 < 2 · 10−4 [s], i.e. n0 < 4 at Fs = 22.05 [kHz]) the system is unstable, as seen from
Fig. 4.7(a): the first few cycles in the oscillation show the increasing error with respect
to the reference. In the following cycles, this trend continues until a steady state far
from the reference is reached. In general, results from the simulations showed that for
values n0 > 4 the system appears to be stable. Figure 4.7(b) shows that with a delay
t0 = 2 · 10−4 [s] (i.e. n0 = 4) the system at Fs = 22.05 [kHz] is stable. Analogous results
are found for Fs = 11.025 [kHz].

A second experimental study with numerical simulations examines the effect of the
delay t0 in shaping the glottal waveform. Figure 4.8 shows the areas A1(t), A1(t − t0)
and the airflow u(t) for two different values of t0 (for clarity, the signals are normalized
in the figure). From these plots, it can be clearly seen that the skewness of the airflow
is controlled by the delay t0. A quantitative measure of the flow skewness is given by
the speed quotient. This parameter is defined as the ratio between the opening phase
(u̇(t) > 0) and the closing phase (u̇(t) < 0). The speed quotient is known to have
perceptual relevance in characterizing different voice qualities: for instance, analysis on
real signals by Childers and Ahn [32] show that the speed quotient ranges from about 1.6
to 3 when the voice quality changes from breathy voice to vocal fry and finally to modal
voice.

In order to investigate quantitatively the influence of the delay t0 on the signal pa-
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Figure 4.8: Dependence of the flow skewness on the time delay t0. Simulations are run
at Fs = 22.05 [kHz].

rameters (such as pitch, open quotient, speed quotient, maximum amplitude), automatic
analysis of numerical simulations has to be developed. The following results are obtained
by analyzing 0.3 [s] long flow signals, where the values of t0 range from 0.1 to 1.9 [ms].
Figure 4.9(a) shows the dependence of the speed quotient on t0: it is seen that, in the
range under consideration, the speed quotient is approximately a linear function of t0.
By appropriately choosing t0, one can range from very low up to extremely high values
of the speed quotient.

Figure 4.9(b) shows another interesting feature of the system: the maximum ampli-
tude for u exhibits a peak around t0 = 8 · 10−4 [s]. This suggests the existence of an
optimum delay t0 that maximizes the aerodynamic input power (defined as mean sub-
glottal pressure times mean glottal flow). The aerodynamic input power is in turn related
to the glottal efficiency, usually defined as the ratio of radiated acoustic power to aerody-
namic power (i.e., the power delivered to the vocal system by the lungs). Further analysis
is needed in order to assess the precise influence of t0 on the glottal efficiency.

The main advantages of the proposed model are its simple structure and its low
number of control parameters. On the one hand, only one degree of freedom is needed,
instead of two [73] or more [131] usually assumed in higher-dimensional lumped models
of the vocal folds. On the other hand, the dependence on t0 in Eq. (4.13) results
in realistic glottal flow waveforms, that are not obtained with usual one-mass models
[91]. In particular, the results given in this section show that t0 provides control on the
airflow skewness. The model is therefore a reasonable trade-off between accuracy of the
description and simplicity of the structure.

Interaction of the model with vocal tract loads has not yet been investigated in detail.
Preliminary results have been obtained by coupling the one-delayed-mass model with a
uniform tube model, implemented as a digital waveguide line. The waveguide implemen-
tation is structurally identical to that used in chapter 2 for an ideal clarinet bore (see
Eq. (3.14)). The simulations show the occurrence of ripples in the airflow signal, mainly
due to interaction with the first resonance of the tract. Moreover, automatic analysis
reveals a slight dependence of pitch on the vocal tract characteristics (length of the tube,
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Figure 4.9: Dependence of (a) the speed quotient SQ and (b) the maximum amplitude on
t0 for the airflow (Fs = 22.05 [kHz], ps = 1000 [Pa]).

low-pass characteristics of the reflection filter). Further efforts have to be devoted to this
issue, in order to discuss applications of the proposed glottal model in articulatory speech
synthesis.

One drawback of the model concerns closure: as the glottal area is assumed to be
rectangular, closure of the glottis occurs abruptly, while in natural flow signals the closure
is usually smoother due to, for example, zipper-like movements of the glottal area (see the
discussion in Sec 4.1.2. Further studies must therefore concentrate on how to integrate
such features into the model.

Summary

The use of lumped physical models for the synthesis of glottal flow signals has been
discussed. Section 4.1 has reviewed the existing literature, focusing in particular on the
Ishizaka-Flanagan model. The remaining of the chapter has presented two different at-
tempts to simplify the IF model while preserving the physical description of the synthesis
algorithms.

The physically-informed model of Sec. 4.2 can be used for identification, starting
from real signals. The performance of the model has been shown to be comparable to
that obtained from identification schemes that use the Liljencrants-Fant model. The
proposed identification scheme is robust with respect to large bandwidths and noise in
the target waveforms. After identification, the model can be used to resynthesize the
target signals and to modify the voice quality by adjusting the physical parameters. A
second application that has been discussed concerns the use of the model for voice quality
assessment. Further improvements to the model must point towards a more rigorous study
of the stability properties of the identified system, as well as complete automatization of
the identification procedure.

The one-delayed-mass model proposed in Sec. 4.3 resembles closely the IF model,
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but uses only one degree of freedom instead of two, and about half of the variables and
the parameters. Analysis of the numerical simulations has shown that the model is a
reasonable trade-off between accuracy of the description and simplicity of the structure.
Due to its low computational costs it can be suitable for real-time applications. Further
studies must investigate nature of the interaction between the glottal model and vocal
tract loads. Another interesting direction for future research is concerned with the mod-
eling of zipper-like movements of the vocal folds, and in general more accurate modeling
of the closing phase.





Chapter 5

Contact models in multimodal
environments

An important finding from the studies in ecological psychology [100, 152] is that lis-
tening subjects often tend to describe sounds in terms of causing events; Gaver [59] refers
to this attitude as “everyday listening”. According to these studies, the physical prop-
erties involved in sound generation can be grouped into two broad categories: structural
invariants specify individual properties of objects such as size, shape, material. Trans-
formational invariants characterize interactions between objects (e.g. collisions, frictions,
and so on).

These experimental results can provide significant help in the development of sound
models. The problem of sound-source determination is a fundamental question for the
sonification of Virtual Environments and for the design of auditory icons [58]. An exam-
ple application is that of simulated contact with objects in a Virtual Environment. This
topic has already been discussed in Sec. 1.4, here it is enough to recall that previous re-
search (see for e.g. [78]) have used signal models based on additive synthesis techniques.
Physical models can be advantageous in that they can be easily synchronized with anal-
ogous graphic models, thus providing a high degree of coherence and consistency for the
perception of objects and events [134]. Moreover, a description of synthesis algorithms in
terms of physical generating phenomena can in principle help in conveying structural and
transformational invariants in the synthesized sounds. Recent works [104, 54, 105, 107]
have shown that oversimplified physical models are able to convey information on struc-
tural invariants related to geometrical properties of the resonators (such as shape and
size) and to synthesize “cartoon” sounding objects where these invariants can be con-
trolled. This chapter presents results about a third structural invariant, i.e. material,
and about a structural invariant, namely collision.

A physical model is developed in Sec. 5.1, where a non-linear contact force excites
a lumped resonator, and issues related to numerical implementation are discussed. The
basic properties of the model are then investigated both analytically and experimentally
in Sec. 5.2. Due to the simple structure of the system, it is possible to study the influence

This chapter is partially based on [12, 14, 108].
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quantity symbol unit

No. of oscillators N
Oscill. positions xol (l = 1 . . . N) [m]
Oscill. velocities ẋol (l = 1 . . . N) [m/s]

Hammer position xh [m]
Hammer velocity ẋh [m/s]

Penetration x = xh −∑N
l=1 xol [m]

Penetration velocity ẋ = ẋh −∑N
l=1 ẋol [m/s]

Oscill. masses mo [Kg]
Oscill. center freqs. ωol [rad]

Oscill. quality factor qo

Oscill. damping coeffs. gol = ωol/qo [rad]
Hammer mass mh [Kg]

Non-linear exponent α = 2.8
Elastic constant k [N/mα]
Damping weight λ [Ns/mα+1]
Viscoel. charact. µ = λ/k [s/m]

Table 5.1: Symbols used throughout the chapter.

of physical parameters (hammer and resonator masses, elasticity and damping coefficients
of the non-linear contact force) on the system behavior. Contact time, in particular, can
be an important cue for the perception of collision. Finally, Sec. 5.3 discusses the ability
of the model to convey perception of material to the listener.

Although performed using elementary resonator models, this investigation can also be
helpful for improving existing contact models in more complex systems: one example is
hammer-string interaction in piano models, where contact time is a key feature for sound
quality. The Stulov model [133] for piano hammer felts provides a realistic description of
hysteretic contact forces, and is successful in fitting real data. However, recent research
by Giordano and Mills [65] has questioned to some extent its general validity, suggesting
the need for further investigations on alternative piano hammer models.

5.1 A hammer-resonator model

This section introduces a contact model made of two main blocks, namely a lumped
hammer and a lumped resonator. The two blocks interact through a non-linear contact
force. The contact force and its main properties are reviewed in Sec. 5.1.1. The interac-
tion with a basic resonator model is discussed in Sec. 5.1.2, and details of the numerical
implementation are discussed. Table 5.1 summarizes the main variables and parameters
used throughout the chapter.
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5.1.1 Non-linear contact force

Contact force models for collisions have been widely studied in musical acoustics,
mainly in relation with hammer models in the piano. Assuming that the contact geometry
is small (ideally, a point), an idealized model [66] states a polynomial dependence of the
force f on the penetration x:

f(x(t)) =




− k[x(t)]α, x > 0,

0, x ≤ 0,
(5.1)

where the exponent α depends on the local geometry around the contact surface. As an
example, in an ideal impact between two spherical object α takes the value 1.5. Typical
values in a piano hammer felt range from 1.5 to 3.5, with no definite trend from bass to
treble. This simple model has been already briefly discussed in Sec. 2.2.2 as an example
of non-linear lumped element.

More realistic models have to take into account hysteretic properties of the hammer
material. In the case of a piano hammer, it is known that the force-compression char-
acteristic exhibits a hysteretic behavior, such that loading and unloading of the hammer
felt are not alike In particular, the dynamic force-compression characteristics is strongly
dependence on the hammer normal velocity before collision. In order to account for
these phenomena, Stulov [133] proposed an improved model where the contact force pos-
sesses history-dependent properties. The idea, which is taken from the general theory of
mechanics of solids, is that the spring stiffness k in Eq. (5.1) has to be replaced by a
time-dependent operator. Thus the contact force takes the form

f(x(t), t) =




− k[1− hr(t)] ∗ [x(t)α], x > 0,

0, x ≤ 0,
(5.2)

where hr(t) = ε
τ
e−t/τ is a relaxation function that controls the “memory” of the material.

By rewriting the convolution explicitly, the Stulov force is seen to be:

f(x(t), t) = −kx(t)α +
ε

τ
e−t/τ

∫ t

0
eξ/τx(ξ)α dξ, for x > 0. (5.3)

The Stulov model has proven to be successful in fitting experimental data where a hammer
strikes a massive surface, and force, acceleration, displacement signal are recorded. Borin
and De Poli [23] showed that it can be implemented numerically without significant losses
in accuracy, stability and efficiency with respect to the simpler model (5.1). However, a
recent study by Giordano and Mills [65] has investigated different experimental settings,
where a hammer hits a vibrating string, and has showed that the Stulov model is not
able to fit the data collected from such an experiment.

Useful results on contact models are also found from studies in robotics. Physical
modeling of contact events is indeed an important aspect of dynamic simulations of
robotic systems, when physical contact with the environment is required in order for
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the system to execute its assigned task (for example, handling of parts by an industrial
manipulator during assembly tasks, or manipulator collisions with unknown objects when
operating in an unstructured environment). Marhefka and Orin [86] provide a detailed
discussion of a collision model that was originally proposed by Hunt and Crossley [71].
Under the hypotesis that the contact surface is small, Hunt and Crossley proposed the
following form for the contact force f :

f(x(t), ẋ(t)) =




− kx(t)α − λx(t)α · ẋ(t), x > 0,

0, x ≤ 0,
(5.4)

where variables and parameters are listed in Table 5.1. Similarly to Eqs. (5.1) and (5.2),
the value of the exponent α depends only on the local geometry around the contact
surface. In the following the value α = 2.8 is chosen, which is close to values found in
piano hammer felts. Note that the force model (5.4) includes both an elastic component
kxα and a dissipative term λxαẋ. Moreover, the dissipative term depends on both x and
ẋ, and is zero for zero penetration.

Marhefka and Orin have studied the collision of a hammer onto a massive surface,
which is assumed not to move during collision. When the two objects collide, the hammer
initial conditions are given by xh = 0 and ẋh = vin (the latter quantity meaning normal
velocity before collision). Since the surface is assumed not to move, the hammer position
xh coincides with the penetration x, and the hammer trajectory is therefore described by
the differential equation mhẍh = f(xh, ẋh). Define the hammer velocity as v = ẋh, then
it is shown in [86] that

dv

dxh

=
v̇

ẋh

=
(Λv + K)xα

h

v
, ⇒

∫ v dv

(Λv + K)
=

∫
xα

hdx, (5.5)

where two auxiliary parameters Λ = −λ/mh and K = −k/mh have been introduced for
clarity. The integral in Eq. (5.5) can be computed explicitly and xh can be written as a
function of v:

xh(v) =
[(

α + 1

Λ2

) (
Λ(v − vin)−K log

∣∣∣∣
K + Λv

K + Λvin

∣∣∣∣
)] 1

α+1

. (5.6)

Another remark by Marhefka and Orin is concerned with “stickiness” properties of
the contact force f . From Eq. (5.4), it can be seen that f becomes inward (or sticky)
if v < vlim := −1/µ. However, this limit velocity is never exceeded on a trajectory
with initial conditions xh = 0, v = vin, as shown in the phase portrait of Fig. 5.1(a).
The upper half of the plot depicts the trajectories of a hammer striking the surface with
various positive normal velocities (trajectories are traveled in clockwise direction). Note
that the negative velocities after collision vout are always smaller in magnitude than the
corresponding vin. Moreover, for increasing vin the resulting vout converges to the limit
value vlim. The horizontal line v = vlim corresponds to the trajectory where the elastic
and dissipative terms cancel, and therefore the hammer travels from right to left with
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Figure 5.1: Collision of a hammer with a massive surface for various vin’s; (a) phase
portrait, (b) penetration-force characteristics. Values for the hammer parameters are
mh = 10−2 [Kg], k = 1.5 · 1011 [N/mα], µ = 0.6 [s/m], α = 2.8, vin = 1 . . . 4 [m/s].

constant velocity. This horizontal line separates two regions of the phase space, and the
lower region is never entered by the upper paths. The lower trajectories are entered
when the hammer is given an initial displacement xh < 0 and initial negative velocity
vin < vlim. If such conditions are imposed, then one of the lower trajectories is traveled
from left to right: the hammer bounces back from the surface, while its velocity decreases
in magnitude, due to the sticky force f .

Figure 5.1(b) shows the penetration-force characteristics during collision. Note that
the dissipative term λxαẋ introduces hysteresis. It can also be noticed that f never
becomes zero for positive penetrations. This is a significant advantage with respect to
the Stulov model [133].

5.1.2 Interaction with resonators

The contact force discussed in the last section can be used to excite a resonator model
made of lumped mechanical elements such as masses springs and dampers.

The simplest possible oscillating system made of these three lumped elements is a
second order oscillator of the form

ẍo(t) + goẋo(t) +
ko

mo

xo(t) = − 1

mo

fext(t), (5.7)

where variables and parameters for the oscillator are given in Table 5.1, while fext is any
external driving force. Such a one-dimensional model provides a basic description of the

resonator in terms of its pitch ωo =
√

ko/mo and quality factor qo = ωo/go. However, in
many cases this is a too poor description, since it cannot provide rich spectral contents.
A slightly more sophisticated model is obtained by connecting N of the oscillators given
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in Eq. (5.7) in parallel (i.e., the oscillators are driven by the same force; see Sec. 2.2
for a discussion of parallel and series connections). By choosing a different stiffness kol

(l = 1 . . . N) for each oscillator, it is possible to account for a set {ωol}N
l=1 of partials of

the resonator spectrum. The resulting structure is similar to that of Eq. (5.7). In matrix
form, it can be written as




ẍo1(t)
...

ẍoN(t)


 + Go




ẋo1(t)
...

ẋoN(t)


 + Ωo

2




xo1(t)
...

xoN(t)


 = Mofext(t), (5.8)

where the vector the matrices are given by

Ωo =




ωo1 0
. . .

0 ωoN


 , Go =

1

qo

Ωo, Mo =




1/mo
...

1/mo


 .

The structure given in Eq. (5.8) provides a high degree of controllability. The displace-
ment and the velocity of the resonator are obtained as xo =

∑N
l=1 xol and ẋo =

∑N
l=1 ẋol,

respectively. The quality factor qo controls the decay time of the resonator response.
The frequencies {ωol}N

l=1 can be chosen to reproduce spectra corresponding to various
geometries of one-, two- and three-dimensional resonators. In particular, it was shown
by Fontana and Rocchesso [54, 105] that spherical, cubic and intermediate-shaped 3-D
cavities can be modeled in an efficient and effective way. The first N resonances of a
cavity can be mapped into the spring constants kol of the N oscillators, and morphing
between different shapes can be obtained by designing appropriate trajectories for each
of these resonances.

When this resonator is coupled with the contact model of Sec. 5.1.1, the external force
fext in Eq. (5.8) is substituted by the contact force f(x, ẋ) given in Eq. (5.4). In this
case the hammer penetration x is given by x = xh −∑N

l=1 xol. Note that by allowing the
mass mo to vary for each oscillator, the matrix Mo can in principle be generalized to give
control on the amounts of energy provided to each oscillator. This permits simulation
of position-dependent interaction, in that different collision points excite the resonator
modes in different ways. Early results about this generalized interaction were provided
in [51].

The system is discretized using the bilinear transformation:

s = 2Fs
1− z−1

1 + z−1
. (5.9)

After this transformation, the resonator appears as a parallel filter bank of second-order
bandpass filters, each one accounting for one specific mode of the resonator. Any bandpass
filter can be accessed to its parameters of center-frequency and selectivity through the
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physical quantities described above. The complete numerical system takes the form





xol(n) = Āolxol(n− 1) + b̄ol[y(n) + y(n− 1)], (for l = 1 . . . N),

xh(n) = Āhxh(n− 1) + b̄h[y(n) + y(n− 1)],

x(n) = xh(n)−∑N
l=1 xol(n),

y(n) = f(x(n)),

(5.10)

where

xol =

[
xol

ẋol

]
, xh =

[
xh

ẋh

]
, x =

[
x
ẋ

]
,

Āol =
1

∆ol

[
∆ol − 2kol 4Fsmo

−4kolFs 8F 2
s mo −∆ol

]
, Āh =

1

∆h

[
∆h 4Fsmh

0 ∆h

]
,

b̄ol =
1

∆o

[
1

2Fs

]
, b̄h = − 1

∆h

[
1

2Fs

]
,

(5.11)

and where the quantities ∆ol and ∆h are given by ∆ol = 4F 2
s mo + 2Fsmogo + kol and

∆h = 4F 2
s mh, respectively. From Eqs. (5.10) it can be seen that the overall structure

of the system resembles the block scheme depicted in Fig. 2.11. In particular, at each
time step n the variables x(n) and y(n) have instantaneous mutual dependence. This
non-computable loop is solved with the K method as described in Sec. 2.3.2: the vector
x(n) can be written as

x(n) = x̃(n) + Kf(n), (5.12)

where

K = −
(

1

∆h

+
1

∑N
l=1 ∆ol

) [
1

2Fs

]
,

and x̃(n) is a computable vector (i.e. it is a linear combination of past values of the
vectors xol,xh and y). Substituting the expression (5.12) in the non-linear contact force
equation (5.4), and applying the implicit function theorem, y can be found as a function
of x̃:

y = f (x̃ + Ky)
K method7−→ y = h(x̃). (5.13)

As described in Sec. 2.3.2, two choices are available for efficient numerical implemen-
tation of the K method. The first choice amounts to pre-computing the new non-linear
function h off-line and storing it in a look-up table. Alternatively, h can be found iter-
atively at each time step from the vector x̃, using the Newton-Raphson method. This
latter approach is adopted here. The same approach was already taken in chapter 3 and
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Figure 5.2: A transient attack from the model: (a) hammer and resonator displacements
xh and

∑N
l=1 xol; (b) contact force f during interaction. The resonator is given here N = 3

partials.

chapter 4 for dealing with non-linearities in a single reed model and in a model of the
glottis, respectively.

Since most of the computational load in the numerical system comes from the non-
linear function evaluation, the speed of convergence (i.e. the number of iterations) of the
Newton-Raphson algorithm has a major role in determining efficiency of the simulations.
In order to develop a real-time model, it is essential that the number of iterations remains
small in a large region of the parameter space. To this end, analysis on the simulations
has to be performed, where both the hammer and the resonator parameters are varied
over a large range. Such analysis shows that in every conditions the algorithm exhibits
a high speed of convergence. More precisely, the number of iterations is observed to be
never higher than four, even when the Newton-Raphson algorithm is given extremely
low tolerance errors (∼ 10−13). Figure 5.2 displays an example of an attack transient,
as obtained from the numerical model. The spikes in the force signal are due to the
oscillations of the resonator partials during the collision.

5.2 Contact time: theory and simulations

The contact time t0 (i.e. the time after which the hammer separates from the struck
object) has a major role in defining the spectral characteristics of the initial transient.
Qualitatively, a short t0 corresponds to an impulse-like transient with a rich spectrum, and
thus provides a bright attack. Similarly, a long t0 corresponds to a smoother transient with
little energy in the high frequency region. Therefore t0 influences the spectral centroid of
the attack transient.

It is known that the spectral content of the attack transient determines to a large
extent the perceived quality of the impact. In a study on perceived mallet hardness, Freed
[55], selected four acoustical parameters and studied their perceptual relevance through
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listening tests. In his work, the acoustic stimuli were obtained from real recorded sounds
of collision events, with mallets with varying hardness hitting various resonators. For
each sound the subjects had to judge the perceived mallet hardness. It was found that
the perception of hardness is strongly correlated to the spectral centroid of the attack
transient. As already remarked, this latter parameter is in turn related to the contact
time.

This section studies t0 both analytically and experimentally (i.e. using numerical
simulations). In Sec. 5.2.1, an equation is derived which relates t0 to the physical pa-
rameters of the model, while Sec. 5.2.2 compares such analytical result to those obtained
from simulations.

5.2.1 Analytical results

Using the contact model (5.4), Hunt and Crossley [71] studied the collision of a ham-
mer with a rigid surface. They found an expression for the normal velocity after collision
vout in the limit of small µ (an analogous discussion is also reported in [86]). In this limit,
vout has a simple dependence on the normal velocity before collision, through a coefficient
of restitution which in turns depends only on the hammer viscoelastic characteristics µ.
When turning to the general case (i.e., when the parameter µ is allowed to take non-small
values), studying the behavior of vout is less trivial, and Hunt and Crossley do not address
this case.

First of all, vin and vout correspond to the points where xh = 0, i.e. to the roots of
the right-hand side in Eq. (5.6). Therefore, from Eq. (5.6) vout is found as

xh(vout) = Λ(vout − vin)−K log
∣∣∣∣
K + Λvout

K + Λvin

∣∣∣∣ = 0,

⇒ eµvout

1 + µvout

=
eµvin

1 + µvin

.
(5.14)

A first result is already evident from this equation: vout depends only on the viscoelastic
characteristics µ, and the input velocity vin. There is no dependence on the spring stiffness
k, the hammer mass mh, the non-linear exponent α. A graphic study of the dependence
of vout on vin and µ can be performed by plotting the function exp(µv)/(1 + µv), as in
Fig. 5.3(a). It is seen that vout → vlim when vin takes large values. This is consistent
with the phase portrait in Fig. 5.1.

The second Eq. (5.14) can be rewritten as

eµvout = a (1 + µvout) , where a =
eµvin

1 + µvin

. (5.15)

Therefore vout is the intersection of the exponential on the left-hand side and the linear
function on the right-hand side, as shown in Fig. 5.3(b). The velocity vout can be found
numerically as the root of Eq. (5.15).

Having vout, the contact time t0 can now be computed. If collision occurs at t = 0,
then the contact time is by definition given by t0 =

∫ t0
0 dt. Moreover, since dt = dxh/v,
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Figure 5.3: Graphic study of vout for various vin’s. Values for the parameters are the
same used in Fig. 5.1.

also by definition, it is easily seen from Eq. (5.5) that

dt =
dxh

v
=

dv

(Λv + K)xα
h

,

from which

t0 =
∫ t0

0
dt =

∫ vout

vin

dv

(Λv + K)xα
h

. (5.16)

Recalling Eq. (5.6), xα can be rewritten in the integral as a function of the velocity v.
Thus, the integrand function depends only on v. Then straightforward calculations lead
to the expression

t0 =
(

α + 1

Λ2

)− α
α+1 ·

∫ vout

vin

dv

(Λv + K)
[
Λ(v − vin)−K log

∣∣∣ K+Λv
K+Λvin

∣∣∣
] α

α+1
.

A more useful expression is obtained by substituting the parameter µ = Λ/K in this
equation. In this way, t0 can be computed as a function of the parameter set (m, k, µ, α),
together with the normal velocities before/after collision, (vin, vout). Again, few calcula-
tion steps yield

t0 =
(

mh

k

) 1
α+1 ·

(
µ2

α + 1

) α
α+1

·
∫ vin

vout

dv

(1 + µv)
[
−µ(v − vin) + log

∣∣∣ 1+µv
1+µvin

∣∣∣
] α

α+1
. (5.17)

It can be checked that the constant outside the integral has dimension [s2/m], while the
integral itself is a velocity [m/s]. Therefore, the whole expression on the right-hand side
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has dimension [s]. Equation (5.17) states an important result: the contact time t0 de-
pends only on vin and two parameters, i.e. the viscoelastic characteristic µ and the ratio
mh/k. A few remarks about Eq. (5.17):

• the integral has two singularities at the boundaries vout and vin. However, it can be
checked that at these boundaries the integrand function converges asymptotically
to 1/(v − vout)

α/(α+1) and 1/(v − vin)α/(α+1), respectively. Therefore the integral
always takes finite values;

• the integral depends only on vin and µ. This is a consequence of Eq. (5.15), which
states that vout depends only on µ and vin;

• the constant outside the integral depends only on µ and the ratio mh/k. Since
neither mh nor k affect the value of the integral, it follows that the power-law
dependence t0(mh/k) ∼ (mh/k)1/(α+1) holds;

• the dependence t0(µ) is less easily established analytically; however, numerical in-
tegration of Eq. (5.17) can be used in order to study such dependence. Note
that the singularities at vout, vin require additional care while integrating near the
boundaries.

The results presented in this section emphasize a second advantage in using the contact
model (5.4) instead of the Stulov model [133]: the explicit dependence of the force f on
the system state (x, ẋ), as stated in Eq. (5.4), allows the analytical study resulting in
Eq. (5.17). A similar analysis is not possible with the Stulov model. In this case, the
only results about the contact time characteristics are obtained experimentally, from the
numerical simulations.

5.2.2 Comparisons with simulations

This section analyzes experimentally the influence of the model parameters on the
contact time. Following the work and the terminology by Giordano and Mills [65], two
types of numerical experiments are analyzed in the rest of the section. In a first setup
the hammer strikes a rigid surface and rebounds from it: note that this is the same
setting used in Sec. 5.2.1 for deriving Eq. (5.17). In the following this is termed a “Type
I” experiment. A second experimental setup involves collision between the non-linear
hammer and the resonator described in Sec. 5.1.2; in the following, this is referred to as
a “Type II” experiment.

The strategy adopted here amounts to run several simulations in which the parameters
mh/k and µ are varied over a large range. Automatic analysis on these simulations
computes the contact time t0 and compares the obtained values with those resulting from
numerical integration of Eq. (5.17). The analyzed simulations are run at a sampling rate
Fs = 44.1 [kHz], and each simulation is 5 · 10−2 [s] long. For Type II simulations, the
resonator is given N = 3 partials.
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Figure 5.4: Dependence of (a) vout and (b) t0 on parameters mh/k and µ for Type I
simulations (solid lines computed from Eq. (5.17), discrete points obtained from simula-
tions). The horizontal axes are in normalized coordinates, ranges for the two parameters
are mh/k ∈ [6, 300] · 10−12 [Kg mα/N], µ ∈ [0.01, 1] [s/m]. Other parameters are as in
Fig. 5.1.

Results for Type I experiments are summarized in Fig. 5.4, where both the theoretical
behavior predicted by Eq. (5.17) and extracted data from numerical simulations are
plotted. It can be seen that there is excellent accordance between theory and experiment.
In particular, Fig. 5.4(a) shows that the values for vout computed from the simulations
do not depend on the ratio mh/k, as predicted by Eq. (5.14). Moreover, from Fig. 5.4(b)
it can be seen that the dependence t0(µ) is almost linear in the observed range, and that
the slope of this curve is small when compared to that of t0(mh/k). In other words, the
contact time t0 is primarily affected by the value of mh/k, and varies more slowly with
respect to µ.

On the one hand, the accordance between the theoretical and the experimental t0
values confirms the validity of the analytical study presented in Sec. 5.2.1. On the other
hand, it assesses quantitatively the accuracy of the numerical implementation described
in Sec. 5.1.2.

When analyzing Type II simulations, somewhat different results are found. This is
due to the fact that in this case also the struck object is moving, therefore the contact
time depends on both the hammer and the resonator parameters. In particular it is
observed from Type II simulations that t0 is always longer than in the Type I case, for
any parameter setting.

Figure 5.5 plots the functions t0(µ) and t0(mh/k), for various resonator masses mo.
It can be noticed that the general dependence is always similar to that observed in Type
I simulations. Moreover, the contact time is longer for light resonators and tends to the
theoretical curve of Eq. (5.17) as mo increases. This is an expected result, since Type I
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Figure 5.5: Dependence of t0 on the parameters (a) µ and (b) mh/k, for Type II exper-
iments (solid lines computed from Eq. (5.17), discrete points obtained from numerical
simulations). The horizontal axes are in normalized coordinates, with µ ∈ [0.01, 1] [s/m]
and mh/k ∈ [6, 300] · 10−12 [Kg mα/N]. Other parameters are as in Fig. 5.1.

simulations are equivalent to Type II simulations where the resonator mass mo is given
an infinite value.

The results outlined in this section, and in particular Eq. (5.17), can be regarded
as complementary to the findings by Freed [55]. In his work, Freed studied experimen-
tally the correlation between signal parameters (such as spectral centroid of the attack
transient) and perceived hammer hardness, without any assumption on the physical de-
scription. Conversely, here it has been established a connection between signal parameters
(namely t0, which is strongly correlated with spectral centroid) and an underlying physi-
cal model. Further study is needed in order to find a direct correlation between physical
parameters and perceived hammer hardness.

5.3 Material perception

Rendering an impression of object material is not always cost effective –or even
possible– in graphic rendering. On the other hand, physically-based sound models can
give the possibility to embed material properties with almost no computational overhead.
Section 5.3.1 discusses the acoustic cues exploited by the auditory system for the percep-
tion of material, and examines how these cues are controlled in the hammer-resonator
model. Section 5.3.2 presents the results obtained from listening tests with synthetic
stimuli.
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5.3.1 Acoustic cues

At present, few studies have investigated what acoustic cues (if any) are exploited by
the auditory system in order to recognize materials of sound sources. Based on theoretical
considerations, Wildes and Richards [153] suggested the overall decay time as a significant
cue, since it is a direct measure of internal friction in a given material. However, this is
only true when a standard inelastic linear solid model is assumed.

Two recent studies with listening subjects provided some experimental basis to this
conjecture, but results were not in accordance. Lutfi and Oh [84] found that changes in
the decay time are not easily perceived by listeners, while changes in the fundamental
frequency seem to be a more salient cue. On the other hand, Klatzky et al. [78] showed
that decay plays a much larger role than pitch in affecting judgment. Both these studies
made use of synthetic stimuli obtained using additive synthesis algorithms. Therefore,
no realistic attack transients could be obtained.

Even less clear is how to embed material properties in physically-based sound synthesis
algorithms, and how to control them by accessing the physical parameters of the sound
models. Djoharian [38] showed that finite difference models of resonators can be covered
by a “viscoelastic dress” to fit a given frequency-damping characteristic, which is taken
as the sound signature of the material. This approach relies on a low-level physical
description and, as a result, very accurate yet computationally expensive algorithms are
obtained. The sound examples provided by Djoharian convinced many researchers of the
importance and the effectiveness of materials in sound communication. No impact model
was used in this study. Therefore the sounds are impulse responses with no physical
attack transients.

This section investigates the use of the contact model presented in Sec. 5.1 for con-
veying material perception to the listener. Using such an accurate yet efficient physical
model for subjective tests is advantageous over using damped sinusoids or other signal-
based sound models, in that realistic interactions can be reproduced. As a result, complex
and realistic attack transients can be kept in the stimuli, thus eliminating possible biases
due to oversimplified test sounds.

The results presented in the next section are based on a listening test in which ex-
perimental subjects are asked to listen to acoustic stimuli synthesized using the hammer-
resonator model. When designing the acoustic stimuli for the test, it has to be considered
that the contact sound produced by hammer-resonator interaction can give information
on both the hammer and the resonator properties. This perceptual effect is known as
phenomenical scission in experimental psychology. As an example, Freed [55] showed
that not only properties of the resonator but also the hammer hardness (see Sec. 5.2)
can be perceived from percussive sounds.

Since the perception of material relates to the properties of the resonator, the acoustic
stimuli for the test have to be synthesized using the same hammer, i.e. the same set of
coefficients mh, k, µ, α. The impact velocity vin of the hammer has to be fixed as well. In
this way, a constant excitation is provided to the resonator. The resonator is constructed
from Eq. (5.8). For the actual stimuli, the value N = 1 is chosen.
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The choice of using only one partial is justified by the fact that previous studies
[153, 84, 78] have concentrated exclusively on two acoustic parameters of the stimuli,
namely pitch and decay time. Therefore, a single second-order oscillator is enough for

controlling these two parameters: pitch is defined using the center frequency ωo =
√

ko/mo

of the oscillator, while decay characteristics are controlled through the quality factor qo.
More precisely, it is known that for a second-order oscillator qo relates to decay via
the equation qo = ωote/2, where te is defined as the time for the sound to decay by a
proportion 1/e.

The stimuli used in the test described in the next section are a set of 100 sounds.
These are obtained using five equally log-spaced pitches from 1000 to 2000 [Hz], together
with 20 equally log-spaced quality factors from 5 to 5000. These extremal qo values
correspond to typical values found in rubber and aluminium, respectively. In a recent
study on plucked string sounds, Tolonen and Järveläinen [137] found that relatively large
deviations (between −25% and +40%) in the decay time are not perceived by listeners.
With the values that have been chosen here, the relative lower/upper spacing between qo

values is −31%/ + 44%.

The mapping from the two acoustic parameters and the physical parameters of the
resonator is chosen as follows:

• the stiffness ko is given a fixed value for all the stimuli, so that for each ωo the
corresponding mass is computed as mo = ko/ω

2
o .

• For each quality factor qo, the corresponding damping coefficient is computed as
go = ωo/qo.

5.3.2 Experimental results

The results presented in this section are based on a listening test with 22 experimental
subjects. The subjects had to listen to the 100 sounds described in the previous section,
and to indicate what material each sound was coming from, choosing from a set of four
material classes: rubber, wood, glass and steel (this approach is analogous to that adopted
in [78]). Each sound was played once and followed by a pause in which subjects had to
choose the corresponding material class. All of the 22 listeners were volunteers, both
expert and non-expert listeners, all reported normal hearing.

Figure 5.6 summarizes results of the experiment: it shows the proportion of subjects
who assigned each sound to a given material category, as a function of the two acoustic
cues (pitch and quality factor). The intersubject agreements (proximity of the response
proportions to 0 or 1) are qualitatively consistent with indications given by Wildes and
Richards [153], namely

• The responses tend to cluster in horizontal stripes. This result suggests that the
quality factor qo is the most significant cue, while the listeners’ choices are less
affected by the pitch ωo.
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Figure 5.6: Proportion of subjects who recognized a certain material for each sound ex-
ample. Pitches (in [Hz]) and quality factors are on the horizontal and vertical axes,
respectively.

• The quality factor qo (and therefore the decay time te) is in increasing order for
rubber, wood, glass and steel.

A slight dependence on pitch can be noticed: rubber and glass tend to be preferred at
high pitches, while wood and steel are more often chosen at low pitches. Klatzky et
al. [78] found a similar trend for glass and steel, while they observed the opposite for
rubber and wood (i.e. these two materials were preferably chosen at low and high pitches,
respectively). However, the findings in [78] are not easily comparable to those illustrated
in Fig. 5.6, since a different pitch range was chosen in [78] (namely, five equally log-spaced
frequencies from 100 to 1000 [Hz]).

Table 5.2 collects the qo ranges for each material. The boundaries of these ranges are
found by computing the minimum and maximum values where more than 50% of the
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Material qo te [s]

Rubber [5, 44.3] [8 · 10−4, 1.41 · 10−2]

Wood [14.9, 131.8] [2.3 · 10−3, 3.53 · 10−2]

Glass [189.6, 5000] [4.34 · 10−2, 1.1254]

Steel [272.8, 5000] [4.34 · 10−2, 1.5915]

Table 5.2: Minimum and maximum values of the quality factor and the decay time for
which more than 50% of the experimental subjects have chosen a given material.

subjects chose one of the four materials. The corresponding ranges for the decay time te
are also given.

From both Fig. 5.6 and Table 5.2, it appears that the upper and lower halves of the qo

range are well separated, while materials within each of these two regions are less easily
discriminated. In particular, it is evident from the figure that the regions corresponding
to glass and steel are largely overlapping, while ranges for rubber and wood are better
delimited. After the test, many subjects reported that the indication “glass” was not not
immediately clear to them, since they could not guess what sound is produced by a bar
made of glass.

Another possible explanation for the worse performance in the high qo-range has to
do with the synthesis model: for long decay times (such as those of glass and steel) an
single partial with exponential decay envelope is probably a too poor approximation of
reality, and a more accurate description is needed. Figure 5.7 plots the same data as in
Table 5.2 on the qo/ωo, te plane, thus allowing direct comparison with the qualitative plot
reported by Wildes and Richards [153]. Again, the separation between the low and high
qo-ranges appears clearly. Rubber and wood are better discriminated, while the ranges
for glass and steel are largely overlapping.

These findings show that decay (or quality factor qo) plays a much larger role than
pitch ωo in material perception. Moreover, material classification by subjects is quali-
tatively in accordance with reported measures of internal friction coefficients for these
material classes. This indicates that even the extremely simple resonator model (5.8)
with N = 1 can elicit perception of material, provided that it allows for control over the
salient acoustical cues. When using a higher number N of partials, more realistic and less
“cartoonized” sounds are obtained while control over material perception is maintained
through the parameter qo.

However, measures on the intersubject agreement show that the classification is in-
accurate for high quality factors (glass and steel), thus suggesting that the overall decay
time does not fully account for material properties and that control on the decay shape of
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Figure 5.7: Distribution of materials on the qo/ωo, te plane.

each partial would be needed in order to allow for a more accurate description of reality.
Analysis and subjective experiments with real sounds have to be performed, in order to
understand how the classification is improved and to investigate whether decay shape
can play a role in helping material perception. This information can then be exploited
to develop an improved resonator model. Preliminary observations [149] suggest that
experiments with real sounds yield perceptual results that are qualitatively similar to
those summarized in Fig. 5.6.

Summary

A hammer-resonator model has been developed, and compared to existing contact
models in the literature. In particular, it has been shown that the proposed contact model
has common features with the piano hammer felt model proposed by Stulov. However,
further research is needed to compare the two, and to discuss the possible use of the
model in physically-based synthesis of the piano.

In Sec. 5.1 it has been shown that an accurate and efficient numerical implementation
of the model can be obtained by using the bilinear transform in combination with the K
method. The resulting numerical algorithm can be easily implemented in real-time on
general-purpose hardware.

Section 5.2 has discussed the properties of the contact force, focusing on the influence
of physical parameters in perceptual features of the interaction. Contact time has been
investigated in detail, since this parameter affects the spectral centroid of the transient
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attack and influences the perceived quality of the collision. Further research and psy-
chophysical experiments are needed in order to validate the ability of the model to convey
perception of impact hardness.

Section 5.3 has focused on the resonator properties, and has explored the ability of
the model to elicit perception of the resonator material to the listener. First, it has been
shown that the physical parameters give control over the salient acoustic cues. Second,
listening tests with synthetic stimuli obtained from the model have provided perceptual
validation of the model. Results from the tests have been compared to the existing
literature.
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